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Abstract: This paper presents a model of context based omolks and elementf various
context types. Two important roles of context are related to the notionsetdvanceand

focus The former is important for thguality of the results reached bypaoblem solving or
learning task, while the latter is important for fherformanceefficiencyof the task.Problem
solving can be viewed as search in a large problem space where search for different entities is
invoked at different stages. Context has a pruning effecteamch, increasingroportionally

to the incompleteness of the information at hand. Depending on the type of memory structure
to be searched for, different types of contexts assist the access to memory. We atigirgt to

an account of the various types of contexts that facilitaenory access and utilization for
different type of tasks. The criteria for distinguishing between several typesomtext
elements are presented, and a context ontology basd#itesa criteria is suggested. \ten

show how this account is integrated with a case-based approach to clinical problem solving

1 Introduction

A strongmotivationfor research ormontext is its important role in informatigrocessing. It is
generally agreed that context facilitates the selecpvecessing of information, whereas
disagreement exists as to what context actually is, and in what afégciisprocesses gbroblem
solving and learning. Aearlier trendwas to considecontext as a wholistiphenomenon, and to
review the context effects on various processes in a unificayn This entails referring tgontext
without making a distinction between various typescoitexts. Yetdifferent types ofcontext
elements have been observed to indicate significant difference in their effeatsnwory. Thus the
issue of the role ofontext is closely related to thesue ofthe distinction among severglpes of
context elements.

The work described in this paper is attempt to clarify the elements of context relevant to a
problem situation, and the roles of these elements in constraining and guiding a reasmesg.

Our general research agenda is to impréicial intelligencemethods forproblem solving and
learning in open and weak-theory domains. An example of such a donmagdisaldiagnosis and
treatment. Since theexists noneattheory from which to deduce conclusiofts these type of
domains, we have to rely on abductive methods that combine sgymrslofavailableknowledge
in interpreting a problem situatiogenerating and evaluatirigypothesesbuilding explanations to
support or reject them, etc. For this type of domain and inferencing, we are exploring the combined
utilization of specific experiences in terms past cases with a presumably extensivelti-
relational model of general domain knowledge [Aamodt 91]. The purpose of introducing context as
an explicit notion is partly to bettéground’ the knowledgemodel in the realvorld environment,
i.e. to improve solution quality, and partly to more quickly focushenright relations and concept
types, i.e. tomprove problem solving efficiency. Aerm oftenused inrelation to context is
“perspective”. Perspective, in our account, is the set of relevant aspects one takes into consideration
when accomplishing a particulaask. The use ofcontext to identify appropriateerspectives, and
the use of perspective as a kind of filter or lens into a multi-task, multi-perspective knowledge base,
is a core mechanism in our approach.

In the next section we give an account of how we assess theqotdeot at a generédvel, i.e.
in a task-independentay. This is followed in section 3 by adentification of possiblecontext
types and elements, as suggestea@dgnitive scienceesearch. Irsection 4 we present a context
ontology that makes explicit the different types of context elements relevant to problem solving and
learning. Section 5 discusses perspectives, while in sectiond@le@l of context related tmedical
diagnosis andreatment ispresented. Irsection 7 we describkow this model may beused to
constrain and focus knowledge-intensive case-based problem solving and learninglomtiis
The final section discusses the results and points out future research issues.



2 The role of context - relevance and focus

In attempting to make a theoretical accountoftext, wehave noticed that a largeumber of
researchers have studied contetated to a specific area or a speqiffoblem,isolated from other
contextstudies. Anmportant question is whether tharay existsome aspectthat areshared by
several researchers or research commurtiiatsstudy context effects. Adistinction between the
elements of the context and the roles of the context may help answerimgetion. Studieshow
that the identification of conteglement$eavily depends on the type of task and domadguiestion.

On the other hand, thiele that context plays can be generalized over specific taskda@andins. We
will therefore start out byassumingthat the role of contextioes notshow much varianceacross
domains or tasks, whereas the elements of a situation that play these role do.

The notions ofelevanceandfocuscapture the essential aspects of context roles. Relevance refers to
the usefulness of a solution to a problem in a parti@niaronment. In problersolving, there exist
essentially several lines along which to reason, aiteh, several alternativeolutions to a problem.
Context plays an important role in choosing the most relevant candidate. For example, recommending
an angioplasty in a hospital which lacke necessary instruments will not lseful. At amore
detailedlevel, context is importantor the generation and evaluation efplanations. People asking
why an airplane crashed will not be satisfied with the answer, ‘because of grewéy’though this
is not wrong. A possible acceptable answer should convey an anomaly that occurred, for example, in
the engine of thelane. Generalprincipled knowledge (texbook knowledge) does nathange
across itausers orthe situations irwhich it isused. Howeverthe useof principled knowledge is
relative to the context imvhich it is applied.Relevances, thereforedirectly proportional to the
guality of the solution produced for a problem.

The other main role of context in problesalving and learning is itfocusing ability. Focus is
important, for ensuringfficiencyof the problemsolving processvhile maintaining relevance. At
any point, the attention of a person is focused on particular issues and aspects.

Generally, people face a huge search space. Pruning of some parts from the search happens through
focusing the attention only to particular regionghref memory, asearly aspossible.Contextserves
as a focusing mechanism through determinatiogoafls and epistemological and physicededsof
the reasoner in order to accomplish the tasks that active goals evoke.

In thiswork, we put a special emphasis dhne influence of context otwo important reasoning
tasks:memory usandaction planning Memory is ofcrucial importancdor intelligent behaviour. It
was, in fact, memory studieshat alertecsomeinfluential researchers tthe importance of context
[Tulving 73, Eich 80, Baddeley 82a-b, Thomson 88]. The retrieval process undergoeabering
may involve free-recall, cued recall or recognition, depending on the number of available cues and on
how specific these cueare. Memory issaid to be context-dependemhen context improves the
retrieval process. The task aftion planningnvolves interaction withthe realworld. Forexample,
in a medical setting, the diagnosis process inclinfesmation gathering actiorsuch as measuring
blood pressure anthking X-rays. The process ofaction planningshould considethe resources
available, as well as the policy to be adopted in a particular situation.

3 The elements of context - psychological studies

Despite the fact that cognitive psychology has mainly concentrated on studying contextual effects for
tasks such aserbal learning andiace recognition, these studiesan assist ourinvestigation of
contextual effects in problem solving.

The initial studies of retrieval and the relationships between recall and recognition suggested context
effects on retrieval, and contelxasbeen one of the primary mechanisus®d inmemorytheories.
[Anderson73, Kintsch 74, Thomson 88]The results of experiments, howeveagreed on the
existence of context effects in retrieval but differed in their accounbwfcontext influencedecall
and recognition.

A number of verbal-learning researchers reported context effects in recall, butracbgnition.

These studies arranged experiments wheseds werelearned and tested either in the same or
different contexts. For example, learning happened on land and was tested under water J6pdden

or learning and remembering was tested in one room versus another (see [Smith 86] for review). The
results announcetthat the reinstatement of the conteasulted in betterecall but did not influence
recognition.Another type of experimenthich has drawrtonsiderable attention is state-dependent
learning. In these experimentshe internal state ofsubjects are induced by alcohol or
pharmacologicameans. Results shothat state-dependent learningoisserved to some degree on
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One of thefirst attempts todistinguish betweermontexttypes is due to Hewitt (referred to in
Tiberghien[86]). According tohis distinction,context elements can be classified into intrinsic or
extrinsic ones. The intrinsic context elements are connected to the target item, while extrinsic ones are
not actually part of thétem in thememory. For examplehe color of the wall of theoom where
subjects learned verbal targets is an extrinsic context element,thdig®lor of the printedvords
read is an intrinsic context elemeHewitt's extrinsic context elements are predictecssist recall,
but not recognition.

However, the findings of anothergroup of experiments on verbal learning contradicted these
results,since they alsaletected context effects @acognition. For example, subjects watgown
sentences containing a noun and adjective pair at learning time. At recognition time, they were asked
to decide whether theouns inthe sentencewere seen at learning time. Sometlo¢ nounswere
paired withthe same adjectives as at the learninge, some were paired with different adjectives.
The nouns paired with the same adjectives at leatimmgwas betterrecognized. Arexample is the
sentence’The CHIP DIPtastes delicious”. Atetrieval time therecognition ofCHIP in a sentence
containingCHIP DIP (a kind of sauce) pair was superior to when the pailSKa$NY DIP (a way to
swim).

Other empiricafindings that show context effects on recognition corfrem face recognition and
eyewitness studies. In a number of studies, the face learning process is modified by instructions such
as ‘assesshe honesty ofthe face’ or‘assessthe relationship of that faceith the one in the
background’. Experimentsshowed that the changes in contexsuch asface associations and
instructive cues resulted in decreased recognition accuracy, at test time.

Theories have been developed to explain such a variety in the enfisideads. Tulving [Tulving
73] suggested hisncoding specificitgheory based on a distinction between episodic sgrdantic
memories. The theory maintains th@n encounter with avord results irthe creation of a unique
trace....” [Watkins 75], and impliesthat a subjectdoes not learn, for exampleyords but
experiences. This principle, consequently, asskestsa better retrieval is conditioned on the closer
resemblance between learning and retriesalations, and thusnakesclear the role of context
elements both in learning and retrieveihe emphasis is on two aspecidie existing retrieval cues
and the characteristics of tipast encode@pisodesWhat improvesthe retrieval is the degree of
match betweethesetwo. The statement that,”Specific operations performedvbat is perceived
determine what is stored, and what is stored determines what retrievareeftective irproviding
access to what is stored” acommodate@lso by experiments reported in [Barcl@g]. They
showed howthe word PIANO could be encoded differentlwhen its different aspects are
emphasized at thiime of encoding.The subjects were given sentensgh asthe man tuned the
piano”, or“the man lifted thepiano”. The cues “something melodious” and “something heavy” are
used at retrieval time. The recall of piawas higher wherthe cuewas “something melodious” and
the learned senteneeas “The man tuned theiano”, andsimilarly whenthe cuewas “something
heavy” and the sentengeas “The man lifted thepiano”. Thisimplies thatonly specific aspects of
piano was encoded eaclime, andthe combination of the cue and the original encoding was
necessary fothe recall. Craik and Lockhartlsvels of processingypothesigCraik 72] explains
how the nature of the process affects encoding. It elabdheteencoding specificity theory that it
notices that the depth of the process underlying learning determines what to encode.

Realizing thaHewitt's context taxonomy fails to accouftr some ofthe empiricalfindings, and
being inspired bythe above-mentionetivo principles,Baddeleysuggested a distinctiohetween
interactiveandindependentontexttypes.Baddeley’s formulation is based ¢ime role of context in
learning, aswell as in retrieval. He argueithat interactive context “influences the memdrgce
directly by affecting the way in which the stimulus is encoded” [Badd®&2¢ywhereasndependent
context and stimuluare processed withouhteraction betweethem. Independentontextbears a
purely arbitrary relationship witithe material learned. As such, it doesot determine the
interpretation of the material. “The concept of interactive context placeeniphasis on the
processingcarried out by the subject rather than onctigracteristicof stimulus material” [Baddeley
82].

Regardinghe question ofthe relationship betweerecalland recognition, Baddeldgpvors a two-
stage recall model where the candidates are accessed in te&afest Inthe second stage, which he
refers to as the recogniti@tage,the discriminatioroccurs [Baddele@0]. Baddeleysuggestghat
only interactive context elements affect the recognition stage while independent onessaa#gct
the candidate generation stage of rechtiis may serve as a plausible explanatifmr why some
environmental features affect verbal learning and face recognition, while others do not.



4 A model of context - a high-level ontology

Our starting point for a context ontology is that problem solving is a deliberate process in which two
basic elements are tlagentand theexternal situationn whichthe problemsolving occurs. We do
not studyproblem solving separate frothe problemsolver, as hasraditionally been done in Al.
The behaviour of an agent ghaped orthe basis of twoimportant factors: itsown personal
characteristic or state ofiind, and the characteristics of the problenth which it is occupied. Our
interpretation of the findings from experiments described in section 3 highlights two important factors
which help to recognize context typing. One isriaureanddemands of thprocessthat takeglace
during learning and remembering, the other igtibendfactsthat happen to exist in a situation.

We propose a distinction betweaaternal andexternalcontext types in order to reflect thesetors,
whereinternal context relates to thiermer, and the external one reflects tlagter factor. The key
criteria for this distinction is theeliberateactivity of subject's mind. The aspects regardingatient
is referred to as internabntext. By this distinction, wemphasize the active role of tsabject in
fulfillment of various tasks. The type of cognitipeocess behinthe reasoning is partly decided by
the agent itself. The selection of the type of process can be imposed by giving instructions. This was
the case in the experiments related to face recognition. The other alternative is that the subject himself
decideshow to processhe materialThis is particularly important in rather compléasks such as
problemsolving, wherethe agent essentially replaces instructith his own choice of cognitive
behaviour. In our account, the agent's decisions regarding encoding atetsilaped by higoals,
hypotheses, and expectations, i.e. the internal context.

External context, iturn, has twalistinctgroups ofelementsthoserelated to theargetand those
related to theenvironment External context elements basically ssgtic during problemsolving.
That is, external context comprises the static facts in the problem solving sit&aticexample, in a
clinical setting, the agent is the clinician (theeasoner)the target is the patierdase,and the
environment is the place where diagnosis and treatment occur. At thievexdaf specialization, the
internal and external contexts are divided interactiveandindependentypes - inagreement with
Baddeley's distinction. We alddifferentiate internal-context into interactiaad independent, while
Baddeley concentrates on external conféatis, heidentifies what external context elements are
independently or interactivelgncodedThe top-levelontology isshown in Figure 1. Herthe two
types of external context, target-related and environment-related, are modeled explicitly.

Notice the difference betweesur criteria and Hewitt's regardinghe classification of context
elementsOur classification takes thegent(i.e. the reasoner) athe maincriterion, while Hewitt's
distinction is based on thargetas criterion. Hence, in our work, the distinction between internal and
external context is relative to thegent, while Hewitt’s distinction isrelative to thetarget. In
attempting amapping, ourtarget-related context resembleiewitt’s intrinsic context while our
environment-related one resembles his extrinsic context.

Some examplesiay help to clarify the notion of contettping. First, the independentype: In
medicalsettings, whathe patientwas wearing is otype target-relatedinder external context,
whereasthe color of the examinatioroom is of type environment-related. @me otherhand,
whether theclinician has shortair is of type “independent internebntext”. Regardingnteractive
context, for diagnosis antierapytasks, goalsand predictions (hypotheses) thie clinician are of
type “internal-context”, while the pregnancy condition or previous diseadbe phtient are target-
related. The characteristic§.e., the conditions andonstraints) ofthe placewhere the patient-
clinician encounter occurred are of type environmental-related contesjpatts. For example, it is
important whether the place is a well-established hospital or an emergency tent in a forest.

5 Perspectives - the importance of internal-interactive contexts

Researchers from various communities studying aseels aghe generation oéxplanations, user
modeling in communication, natural languggecessingand human-computer interaction have all
acknowledged the importance of perspec{[&ithers 91][Mittal 93], [Pichert 77], [Lester 91]).

For exampleregardingtext comprehension, Pichert and Anderson [Picli@it argue that'if, for
whateverreason,people take divergenperspectives on a texthe relative significance ofext
elements willchange”. A presumption underlyindpe notion of perspective ithat concepts are
represented as a set of features, and not all the features of an item become activated eadtetimme the
is encoded. Each episode that contributes to the encoding of a concept refers only to a thasset of
features.The task context inwhich aconcept is presented determinsit particularsubset of

encodedeatures.The importance of taking into account the typetagk to be accomplished has
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including both non-contextual and contextual features and cues. A coherent set of aspects constitutes

context

internal-context
external-context

. / \eﬁronment—related
/ \ target-related context \

context

interactive-internal independent-internal

context context independent-

interactive- environmental
context

interactive-target independent-target environmental
context context context

FIGURE 1. Context ontology emphasizing the active role of the reasoner

a perspective. For example, the feawesghtof the piano is not activated with respect to a going-to-
piano-concert event, but it is activated in other contexts, such astiherano is to benoved. So,
each type of task needs only a portion of the domain knowledge for its accomplishment.

Our account of the relation between titions ofcontext and perspective establishes a ctieh
starts at the goal. The goal determines the task necessarydohigsementOnceselectedthe task
then contributes to imposition of thperspectiveThe internal interactive context element, goal is
thus aprimary factorfor identification ofperspectiveThe goal of moving giano, for example,
makes the featuraveight’ relevant. It is commonly agredtat goalsare of crucial importance for
contextualized problemsolving and learninde.g. [Ram 91], [Leake 93], [Bogdan 94]).Similar
context elements that contribute to an appropriate perspective goeethetions,expectations and
background of the reasoner.

As a result, internal context has a role in determining which features, including both external context
and focal cues, that are relevant in a particsitaration, anchow relevant theyare. Inotherwords,
internal interactive context determines the interactivity of external-context related features as well as
non-contextones.Regarding external conteelements, this influence is particularly important for
tasks in whichavailable information isncomplete thatis, focal retrievalcuesare not sufficient to
access target concepteambiguously. In such casdle contextcuesmay strongly influence the
degree of match between the present material and a past encoded rhigtiecia)internal interactive
context is the main context type thahposes a perspective, which in turn determines the
characteristics of both encoding and retrieval.

6 Context in clinical problem solving

Two tasks in which alinician extensivelyusescontext elements are generatingpothesesabout
the cause of &ilure, and planning actions. Hypothegjgneration is often achieved by retrieving
past episodes whermmilar features have been experienced [TulviBg Schank 82]This task is
related to the context dependency of memory, which we have elaborated in earlier sections.

The other taskor which aclinician utilizes context elements is thianning of actionsObserved
from a distancethe clinician asksthe patientquestions,makes measurementsrders tests,
prescribes medicine, et€hese actions are not arbitrary but controlled by exteroastraints. For
example, in case of deciding which of variotierapeutic actions tgrefer, the knowledge
concerning which medicines have fewer side effects will play a role. Controlling and planning actions
utilizes other types of context elements thdmen generatinghypothesis. For examplehether the
patienthas been operatefbr a fault in heart septumvould probably notaffect the selection of
antibiotic to be used, but it is a rather relevant finding when generating diagnostic hypotheses.

In diagnostic tasks, the target-related external context elements coemaidieg conditiongor the
development of a fault. Once established, the fault, in turn, leads to a set of consequetingsl In
reasoning the patient’s personal information constitutes the enabling conditionsysamisoms and
signsreflect theconsequences. Thuthe distinction between context and non-context features in a
diagnosis task is based on whether the features existed independent of anthéafevelopment of
the disease.

Figure 2 showghe relationship between external-contaliseaseand theconsequences of the
disease. The relationship between a disease and a focal-cue (i.e., consequence) is eelaboises’
thatis, adiseaseCAUSES a consequence. This meathsit consequencebecome true after the
development of thalisease. Orthe otherhand, the relationship between context elements and
diseasesre ‘predisposes’ and ‘triggers’; eontext-cuePREDISPOSESa disease or a context-cue



factors. For examplesontext cuesuch as age, seand earlier septum operation greedisposing
factors forthe disease infectivendocarditis, while aecent dental operation can be a triggering
factor. This issimilar to the distinction betweeyour leaving thedoor of yourapartment open
(predisposing factor), and a thief passing by your apartment (triggering factor).

Given ourcontextmodel, wemay enhance a domain modeith an explicit representation of
context.Domainknowledgethat compriseshe knowledge of facts regarding a particular domain is
represented as three distinct, but yet closely connected components:’core-domain’, ’external-context-
domain’, and ‘internal-context-domain’.

Figure 3 showshese thredypes of knowledge as differenplanes.Core domainknowledge
consists of the knowledge needed to be abletoe toany solution independent dime constraints
and situation. Thexternal-context-domaioontains knowledgeelated to external-context elements
and usually consists atlevant aspects from seveddmains,while the internal-context-domain
consists ofelements of internal contexthich operationalize the core-domain as well as external-
domain knowledge.

For example, in the medical context, biomedical knowledgeeixoredomain,while geographical
and sociological aspects relevant tdinical reasoning would compriseexternal- context
domains.These two planese linked byinternal-contextelements,i.e., goals,and current and
rejected hypotheses of the clinician.

predisposes / | development of disease
age

triggers causes
sex

family-medic-history
habits symptoms
previous-diseases signs
nutrition-ccnd
recent-operations
recent-therapy etc.

medicine-in-use ocal cues
recent-travels
location

policy etc.

lab-results

external-context
cues

FIGURE 2: The Boundary between target-related context and non-context cues in medical domain

Context relateddomains also have a vocabulary and an ontoltdgt facilitate an explicit
representation of context-relatedncepts, andhis, in turn, makes it possible to reason with and
about context. In most cases, real world problems necessitate problem solving undemuettéym
conditions and with incomplete information.

Medical problem solving is an excellent example. An expert clinician alusss his pastxperience
when encountering a new case. In this reasoning model, the use of past experiencephayins
through the retrieval of similar cases from memory.

At the start, the availablenon-context cueare not sufficienfor the clinician to remember past
case. Therefore, clinicians use vari@ositext cuesvailable in thesituation. Throughouthe whole
process of problem solving, he gathers more non-contextticaiesnable him tsolve the problem.
In addition, he uses additional cues, namely contextual ones that are already available.

. concepts related to
external-ctx-domain . L
enabling conditions and

location

hypotheses

internal-ctx-domain
expectations

complaints\/ signs

symptoms lab-results

core-domain

FIGURE 3. Domain knowledge augmented with context elements

As shown infigure 1, external context igrouped intotarget-related(i.e. patient context
information) and environment-related information. nhedical setting, patient-personal-information
includesage, sexoccupation,economicalconditions, earlier diseases earlier operations,recent
operations,family medical history, patient's emotions, concerrsyel of intelligence, level of
consciousness, ability to communicate, allergies, and habits.

On the othehand,environmental information includekat related to equipment/tool availability,



the external-context are tlgroundfacts present in theituation. Theseare assumed to be static.
Internal context, onthe contrary, ismoredynamic, and is usually changed the reasoner during
problem solving. It includes thegoals of the reasoner,current predictionghypotheses)failed
predictions(e.g., ruled outhypotheses)and expectations (consequenceshgpothesesexpected
results from actions, etc.)

7 Context in explanation-driven case-basedeasoning

Our research group is pursuing methods for knowledge-interesipanation-driven case-based
reasoning within open and weak-theory domains (e.g. [Grimnes-B&)context research reported
here is done within the scope of - and to a large extent motivatethisyapproachThe knowledge
model in the Creekystem[Aamodt94a] is a denssemanticnetwork, whereeachnode (concept)
andeach link (relation) in th@etwork isexplicitly defined in itsown frame. Aconcept may be a
general concept, a case, or a heuristic rule. It may describe domain objects as well as problem solving
methods and strategieShe case-based method of Creek relies heavily on an extdnsiye of
general domain knowledge in its problem understanding, simisggssmentase adaptation, and
learning. Cases, as well as general domain knowledge and information, are captured in a frame-based
representation language implemented in Lisp [Aamodt 94b].

The underlying case-based interpreter in Creek contains a three-step abpuatess of 1)
activating relevanparts ofthe semantinetwork, 2)explaining derived consequences and new
information within theactivatedknowledge structure, and 3) focusing towards a conclutiah
conforms with the task goal. This “activate-explain-focus” cycle is a general mechanism that has been
specializedor each of thdour major reasoningasks ofthe CBR cycle, asllustrated inFigure 4.

The extensive, explanation-drivemanner of utilizing general domaiknowledge inthe CBR
suggests distinguishes Creek from most other CBR systems.

Retrieve Reuse _ Revise — Retain
Activate Focus Activate Focus Activate Focus Activate Focus
Explain Explain Explain Explain

FIGURE 4. The CBR process and explanation engine

A Creek systenhasthe potential to learfrom every problem solving experienagther bystoring

the problemust solved as a new case, orupdatingindexes. A newcase is alsareated after a
problem has been solved from rules or from the deeper knowledge model alone. The user is assumed
to actively take part in both the problem solving and learning processes, e.g. by assessing hypotheses
that the system cannot confirm or reject itself, supplying missing information, etc.

In our clinical diagnostic problem solvimgodel, two types of casese considered: referred to as
explanation cases and plaases.The first is the encoding of the explanatidhat connects the
relevant features to thaiseaseThe second isthe encoding of a plathat includes a sequence of
diagnosis and therapsctions, such as defining axaminationprotocol, selecting theway to
perform a particulatest, recommending a treatmergfc. A part of diagnostic task structure is
illustrated,related to an examplein of the prototype implementation. Thgper part ofthe figure
shows the task hierarchy linked to some example cases ubedarampleun below. Toachieve a
diagnosticgoal, two subtasks must bevoked: Generating a diagnoshgpothesisand evaluating
the hypothesis. As showgases of type explanation-came used for hypothesis generatiorhey
containsolutionsthat areregarded as diagnostiypotheses. Plan casase used inthe evaluation
step.

Generation othypothesesThe task of generatinypothesis involvesetrieving a set otandidate

cases from the case base, followed by selecting thebesThis case is then evaluatéthe inputs

to the task of generatintandidatecasesare the currengoal, the new caseand the casbase from

which the candidateases will be generatedhe output is a set of candidatases.The second
subtask of hypothesis generation, selectiothebest casetakes as input the set candidates, the
new-case, the general domain knowledge base, and knowtkddtgel to theask. The output is the

most similar case to the new case. In psychological terms, this type of retrieval is a “cued recall”. We
adopt thetwo-stagerecall model(seethe last part of section 3khere the first stage generates
candidatesand the second selects the best candidate. The seamdasicbe viewed as regotion.
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NEW-CASE GOAL: g-diagnose
has-sex female
Starting the task Generate Hypotheses..
has-age 30-years-old Starting the task Generation of Candidate Cases..
has-occupation unemployed
has-prev-disease aortic-valve-disease | Candidate cases are: case#146, case#113, case#114

has-recent-therapy  acupunctur Starting the task Selection of the best case..

has-findings low-bp sweating  |.....
has-location well-established-hospital | Evaluation of case#113:
Hypothesis is Endocarditis
Attemting to find path fr onDENTAL-SURGERY to AORTIC-VALVE-DISEASE
case#130 Attempting to find path from DENTAL-SURGERY t€APUNCTUR

Attempting to find path from CALCIFIC-AORTIC-STENOSIS to ACUPUNCTUR
Attemting to find path fromRRMER to UNEMPLOYED
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has-type: plan-case

gathers-info: high-fever fatique

has-location : well-established-hospital The result of Similarity Match between the new case and case#113:

control-schema: action-21 action-36
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case#113 (#S(Expl-struct
has-type: explanation-case :SLOT ( HAS-RECENT-SURGERY HAS-RECENTHERAPY HAS-PREV-DISEASE HAS-HABIT)

has-sex: female

has-age :22-year-old :FROM DENTAL-SURGERY :TO ACUPUNCTUR

has-prev-disease: calcific-aortic-stenosis :METHOD

has—recent—surgery: dental-surgery (DENTAL-SURGERY

has-habit: dru?-abuse ) ) INSTANCE-OF BACTERIEMIAE-PROVOKING-FACTOR HAS-INSANCE ACUPUNCTUR)

has-findings : Tow-bp high-fever fatique

. high-sedimentation vegetation| ((#S(Expl-struct

has-solution: endocarditis :SLOT ( HAS-RECENT-SURGERY HAS-RECENTHERAPY HAS-PREV-DISEASE HAS-HABIT)
:FROM DRUG-ABUSE :TO UNEMPLOYED
:METHOD

(DRUG-ABUSE CAUSES IMMUNOSUPRESSION CAUSED-BY MALNUTRITION CAUSED-BY
BAD-ECON-SIT ASSOCIATED-WITH UNEMPLOYED )

FIGURE 5: Diagnosis tasks, case structure, and excerpt from example run

in the new case are initially activated. The cases for whiclothkactivationstrength (combining all
features) exceeds a threshold value are selected as candidates.The selectibesbicdse is based
on the similarity judgment of candidate cases. Similarity caaxpeseddirectly or indirectly.Direct
match occurs when two cases have identical slot-yadirs, e.g,both cases having has-sex:female.
Indirect matchhappens when path between slot values dfe two cases is found ithe general
domainknowledge. For examplé¢he informationhas-occupation:unemployed the new casehas-
habit:drug-abusen case#113 are found indirectly to weakly match, as explained lpathéORUG-
ABUSE CAUSESIMMUNOSUPRESSIONCAUSED-BYMALNUTRITION CAUSED-BYBAD-ECON-
SIT ASSOCIATED-WITH UNEMPLOYED'. This is illustrated bythe explanation structure at the
bottom of thefigure. Thisexplanation is relevant in the context of thgpothesisendocarditis
established earlier in the expl@a run. The existence of sughaths contribute téhe similarity of two



on the path, as well as the lengthtloé path. So,the indirect matchingrocess involves a search in
the general domaiknowledgethat investigatesvhether apparently dissimilar features could be
similar through a finer grained matching process. The decision ofelRktamsive thigprocess should
be influences efficiency.

The taskknowledge,together withthe generatedhypothesesset up a contexwhich helps to
identify the portions of the general dom&mowledgethat are relevarfor search. As shown in the
beginning of theexamplerun, the explanatiorcasescase#113case#146case#l1l4are candidate
cases. The process of selectihgbest case involves thoroughtyatching each of thesmses with
the new caseDuring the evaluation otase#113the values of thelots has-recent-surgery, has-
previous-diseasehas-recent-therapyand has-habit are identified by thetask to constitute a
meaningful partition in the domain knowledge in order to carry out similarity matchexample, an
attempt to matclhas-recent-surgery.dental-surgeny case#113and has-recent-therapy:acupuncture
in the new case is allowed while matchingas-age:22-years-oldn case#113and has-recent-
therapy:acupuncturen the new one isprohibited by thetask knowledge.The first explanation
structure near the bottom of the figure shows that hasagenly matchhas-age relation while the
other two structuresillustrating explanations matchingelations has-recent-surgeryhas-recent-
therapy, has-prev-diseasnd has-habit Thatis, the task knowledge does not specifypartition
having theslot combinatiorhas-ageandhas-recent-surgergs a legabne. The local contexthat
defines thelegal slots for matching are listed in the :slot part of the explanasivnctures. The
hypothesis, that ithe solution ofcase#113in this example isendocarditis In the general domain
model (not shown) endocarditis is associated with bathdt orelderly. The patients oboth new-
caseandcase#113have been inferred to be adults dursimilarity matching. This indicatethat
thesetwo casesare similar regardingge, inthe context ofendocarditis. Thignay not be so Iin
contexts of other diseases. Therefore, when matching similarity of casésamt region in general
domain knowledge is identified as having concepts and relations circumscribed by a hypothesis and a
partition which is specified by the task.

Evaluation ofhypothesesThe solution of the best case isiow the hypothesis whichwill be
evaluated. Aypical characteristic oew cases in medicalsetting is that they contain incomplete
information. Therefore, an information-gatheripgbcess begins, in order tetermine whether
other consequences of the hypothesis (the disease) are also present in the new situation. The retrieved
case guideghe information-gatheringrocess.The goal isnow to collect data on thdéindings on
which the retrieved caséas information while thenew one doesiot. The task of evaluating
hypotheses invokes two subtasi@enerate platask,andevaluate plartask. Generation of plans
occurs by retrieving past plans from the case base. The process of plan evaluation execiv&asy
the retrieved plan. A plan is indexed with the ‘informatgwals’, i.e,features to be gathered. These
features refer to the consequences expected to be present if the hypothesis (the disease) is correct. For
example, assumihat the retrieved explanation casas solutionendocarditis (current hypothesis)
which is expected to cause low blood pressure,tlaatdthenew case lacks information about blood
pressureOne of theinformation goals becomes ‘ blogoressure ’, and @lan to gather this
information, amongthers,will be retrieved. A plan case also includbs set of actions ttake in
order to gathesuch informationAnother part of plan indicesonsists ofexternal context elements
that may influence the actioselection. Forexample ‘location’ captures information about the
available resources in the environment. When the location is a ‘well-established hospital’, in order to
managebleeding, twaalternativeactions, ‘blood transfusion’ or ‘usgacked red bloodells’, are
both possible. In a village, on the other hand, packed red blood cell may not be available. Thus, for a
useful plan retrieval, planare indexed bylocation, among otheexternal contexelements. An
example plan case is showncase#130.

Notice that in plan case retrieval as well as explanation case retrievalilizesinteractive external
context elementsnly, and not independerines, despite thafindings from empirical studies in
cognitive science agreed on independent context assistdrexe generating candidatepisodes
(cases). The reason is that the important point in clinical problem solving is not to remember complete
patientcases,including information of type independent patient contxth as skin color. It is
essential to remember a patishbwing similar signsand symptomselated to the same enabling
conditions. Furthermore, thigype of context(e.g., independent-target-context) information will
generally be different imew and pastases. Consequentlyaking these context elements into
consideration would mean deliberately decreasing the retrieval perforrkarmeing thisand being
able to decide which context elements should effect the retrieval (people may not have this possibility

ac thic mav narthy ha anncrnnceriniic Adarcicinn) wwa nrafar tn innArantavt alamante that iill



negatively impact the retrievaglerformance. Therefore, for exampiedependent-target-context is
ignored.

8 Summary and Conclusion

Most existing computationaystems assume a single wotlgt results in  adecontextualized
knowledge base. On the other hand, systems that attempt to take contextual effects into account often
do so implicitly and arbitrarily. For example, in some rule basastiems context relatecknowledge
is spread into rules, without amxplicit way of reasoning with itThe existence of context such
systems (of whictMYCIN was anearly and simple example), is occasional rather than deliberate.
So, in the reasoning process such context knowledge has no distinct role.

Because of the nature of the clinical diagnostic task, the retrieval cues do not sufficiently restrict the
retrieval. This resemblee problemwith ambiguouswords. Selecting the relevant meaning of a
word needs contextual assistance. It is the context that determinesint@iphetation is the relevant
one. Similarly, given a limited set of features that may be observed in the existence of more than one
disease, any context element that can help in narrowing the number of possible interpretatidns
be of crucial help.

Future knowledge-based systems need to become more flexiblgexXibdity of a systemcan be
ensured by explicitly representing various situations in which the system may apply, and allowing for
partial matching of new problems to thastuations.What isnecessary for #exible system? Two
important factors are theapability to represerdiverse circumstances in which a behaviour may
emerge, andhe ability to effectively utilizesuch knowledgeContext knowledge isitilized in
choosing between alternative linesreésoning. In thisvay, contextserve a mean®r pruning the
search in the problem space. In summary:

* It guidesthe searchprocess inthe solution space by imposingragmatic biases, such as
applicability. This ismainly achieved byuse of external context. External contextimposes
constraints for choosing a methodspecific line ofreasoning, which in turteads to a more
relevantand qualitatively better solution.

» It guides the process of finding a plausible solutiimatis, it reduces the seardbr a plausible
solution by applying a more dynamic and guidedrch. This ischieved mainly by the internal
context. Internal context imposes perspective via the problem solving goal, which in turn leads to
a morefocusedand efficient reasoning process.

The aim of theresearch reported here is to investigadev context can be taken into account in

problem solving and learningpecificallydiagnosis and treatment. that sense, we shargimilar

concerns with researchers wlame interested in the ‘ practicalispects of contextelated to
knowledge modeling and reasoning (e.g., [Abu-Hakima 95],and [Turner 94]). We fabk other

hand, that studying the more theoreticahind psychological aspects of the context is helpful in

achieving thiggoal. The way weuutilize contextuaknowledge differs from [Abu-Hakim&5], as

they areinspired from McCarthy’s axiom&hen defining context. Turner adopts a schema-based

approach whereontextual knowledge is represented in formsohemas. Our approachliffers

from Turner’s work primarily in that we use cases instead of schentaptiare episodic contextual

knowledge. Maintaining unique episodes as cases, instead of generalizing them to schemas, does not

abstract away detailhat may beuseful forthe problemsolving processSince it is left to the

problem solvingprocess tadecidewhat to reuse of a past experience, amake thenecessary

generalizations on theasis ofthe actuaproblem situations instead of a predictete, flexibility is

gained.

The emphasis on problem solving goakias major context determining factorimportant, as is

also described by otheesearchersRam andHunter [Ram91] emphasize the importance of

“knowledge goals” that capture the reasoner’s specific desir@sgtore or infeinformation. Leake

and Ram [Leake 93] supports the view that goals hdveusingeffect onlearning, and influences

what to learn from an experience. So far, we have concentrated on the problem solving aspects rather

than learningaspects. Knowledge goals corresponds to whatrefer as internatontext. The

influence of a goal in our model can be summarized as folldtes:goal determines thiask, which

in turn specifies useful slot partitionshe slot partitions(subsets of relationsjpgether with the

current hypothesis, imposes a perspective on the domain knowledge.

Work currently inprogressinclude context effects on casearning, specializing the modeling
framework for the medical domain, and extending the experimental prototype.
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