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Abstract

Retrospective analysis is a way to share knowledge following the completion of a project or major milestone. However, in the busy
workday of a software project, there is rarely time for such reviews and there is a need for effective methods that will yield good results
quickly without the need for external consultants or experts. Building on an existing method for retrospective analysis and theories of
group involvement, we propose improvements to the root cause analysis phase of a lightweight retrospective analysis method known as
post mortem analysis (PMA). In particular, to facilitate brainstorming during the root cause analysis phase of the PMA, we propose
certain processual changes to facilitate more active individual participation and the use of less rigidly structured diagrams. We conducted
a controlled experiment to compare this new variation of the method with the existing one, and conclude that in our setting of small
software teams with no access to an experienced facilitator, the new variation is more effective when it comes to identifying possible root
causes of problems and successes. The modified method also produced more specific starting points for improving the software devel-
opment process.
! 2008 Elsevier B.V. All rights reserved.

Keywords: Retrospective method; Software process improvement; Controlled experiment; Knowledge management; Post mortem analysis

1. Introduction

In today’s software engineering industry, it is critical to
improve software development processes. In this context,
one lesson that may be learned from general efforts to
improve processes, such as total quality management
and standardisation, is that the ability to learn from past
success and failure is a central factor for success [8].
Learning from the past involves knowledge management,
or creating a ‘‘learning software organisation”, which is
defined by Dybå [11] as ‘‘A software organisation that

promotes improved actions through better knowledge
and understanding”.

Keegan and Turner [16] claim that, in general, software
development is conducted at too fast a pace. In 2001, they
performed a study on project-based learning practices in 19
European software development companies. They found
that project team members frequently did not have time
for meetings to review lessons learned. Where recom-
mended process models did exist, these were seldom used.
In an editorial in IEEE software in 2002, Glass [14] stated
that the software engineering field is so busy that there is
rarely time to think of how development could go better,
not just faster. He further claimed that companies should
pause from time to learn the lessons they had been through.
He recommended reviewing performances on completed
projects (project retrospectives) as a good way of learning.

There is a principle in agile software development that
states that ‘‘At regular intervals, the team reflects on how
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to become more effective, then tunes and adjusts its behav-
iour accordingly.” [1]. In accordance with this principle,
iterative and light retrospective sessions have been sug-
gested for use in agile projects [4,9,18]. Myllyaho et al. state
that the small teams and short iterations of extreme pro-
gramming will affect how retrospective workshops can be
conducted [20]: ‘‘The workshops needs to be short and
effective, i.e., not taking too much effort from the project
team, yet yielding immediate and visible outcomes to moti-
vate the project team for further such activity.”

In this paper, we take as our starting point an existing,
lightweight retrospective method known as the post mor-
tem analysis (PMA) [2]. We propose a modified method
that exploits theories on brainstorming and group perfor-
mance combined with the notation of causal maps. The
effectiveness of the original PMA and our revised PMA is
compared in a controlled experiment, using a quantitative
measure. We also assess qualitative differences in the results
of the two approaches. The main research questions we
address are these:

(1) Is the revised PMA method more effective than the
original PMA method?

(2) How do the two methods differ in their result?

The remainder of this paper is structured as follows.
Section 2 discusses related work on retrospectives in soft-
ware engineering. Section 3 presents the two lightweight
methods that were used in the experiment. Section 4
describes the design of the experiment. In Sections 5 and
6, quantitative and qualitative results, respectively, are pre-
sented. Section 7 contains a discussion of the results. Sec-
tion 8 concludes and suggests avenues for further research.

2. Related work

According to Rising et al. [21], retrospective analysis as
a method for learning from work experience was identified
in 1988 by Joseph Juran and named ‘‘Santayana review” in
homage to the philosopher George Santayana. Since then,
many organisations have used many variations of the
method and under many different names. We adopt
Dingsøyr’s definition [8], such that retrospective analysis
is a ‘‘collective learning activity, which can be organised
for projects either when they end a phase or are terminated.
The main motivation is to reflect on what happened in a
project in order to improve future practice – for the indi-
viduals that have participated in the project and for the
organisation as a whole.” Dingsøyr lists the most common
names for retrospective analysis in [8]: ‘‘project retrospec-
tives”, ‘‘post mortem analysis”, ‘‘postproject review”,
‘‘project analysis review”, ‘‘quality improvement review”,
‘‘autopsy review”, ‘‘after action review”, and ‘‘touch down
meetings”. For the remainder of this paper, we use the term
‘retrospective analysis’ to denote the corpus of these meth-
ods and the term ‘post mortem analysis’ (PMA) to refer to
the specific method we investigated.

Myllyaho et al. [20] conducted an extensive literature
review within the software engineering and management
literature, with the aim of reviewing retrospective analysis
as a project-based learning technique. The results suggest
that the use of retrospective analysis is well worth the
effort, and that a simplified or ‘lightweight’ version of
PMA can be beneficial when time is a factor.

Dingsøyr [8] discusses the importance of retrospective
analysis as a method for sharing knowledge in software
projects and gives an overview of the methods of retrospec-
tive analysis that are employed in the field of software engi-
neering. In particular, Dingsøyr presents three lightweight
methods of retrospective analysis, which are presented in
Whitten [26], Collison and Parcell [6], and Birk et al. [2].
To give an overview of key differences in retrospectives,
we present his comparison of the three methods (Table 1).

Desouza et al. [7] compared two kinds of output from
retrospective analysis: traditional reports and stories. The
comparison can be found in Table 2. They also identified
four factors that should affect the choice of writing the
result of the PMA as a report or as a story: (1) the nature
of the project, (2) the cost you are willing to bear, (3) how
much organizational impact is desired, and (4) what lessons
you wish to convey.

Stålhane et al. [24] conducted an assessment of two ret-
rospective methods. One was based on the PMA of Birk
et al. and the other consisted of structured interviews.
The main focus of their research was to determine whether
there are situations in which one method performs better
than the other. They found that this depends on whether
a focused or broad analysis is desired. For a focused anal-
ysis, the semi-structured interviews worked better than the
PMA. For a broad analysis, the PMA worked better and
yielded more surprises.

3. The PMA methods used

In this section, we describe the methods that we adapted
for the PMA. The original method we used was the one
suggested by Birk et al. applied in [2,10,12,17,24] (see Table
1) with structured reports as output (see Table 2). In what
follows, both the original and the modified method are
described in detail.

3.1. PMA method 1: the original

The aim of this method is to bring together project par-
ticipants and have them discuss what went well and what
could be improved, and to analyse the root causes. Birk
et al. use two techniques to carry out the PMA. To discover
the positive and negative experiences, they use a focused
brainstorm method called the KJ-method [22], resulting
in affinity diagrams. To analyse the causes of these experi-
ences, they performed root cause analysis using fishbone
diagrams (also known as Ishikawa diagrams, in reference
to their inventor Dr. Kaoru Ishikawa, a Japanese quality
control statistician).
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The post mortem meeting itself had the following four
steps:

1. Introduce the PMA method and explain the purpose of
the review.

2. KJ-session 1: elicit positive experience.
3. KJ-session 2: elicit negative experience.
4. Perform root cause analyses using fishbone diagrams for

the most important positive and negative experiences.

3.1.1. The KJ-sessions
KJ-sessions are conducted as follows. Each participant

receives a number of post-it notes and is asked to write

down what they regard as the most significant experiences
from the project. After everyone has finished writing, each
participant puts a note on a whiteboard while explaining
what he means by it. The process is repeated until all the
notes have been presented, as illustrated in Fig 1a. Once
all the notes have been placed on the whiteboard, the whole
group discusses them and groups them according to similar-
ity in concept. Each group of notes is then given a name, as
illustrated in Fig. 1b. Possible connections between groups
can be marked with arrows if required. In our study, each
participant received five post-it notes and the entire process
was repeated twice; first for positive experiences (KJ-session
1), then for negative experiences (KJ-session 2).

3.1.2. The root cause analysis method
The root cause analysis, or fishbone diagram method,

needs a facilitator who takes control of the whiteboard.
The group selects a (positive or negative) experience they
want to analyse the cause of and the facilitator writes the
name on a whiteboard and draws an arrow to it. The group
then discusses what the cause of the experience might have
been and as more causes are identified, the facilitator draws

Fig. 1. KJ example.

Table 1
Summary of selected differences among three methods for conducting retrospective analysis, taken from [8]

Whitten Collison and Parcell Birk et al.

Whom to
invite?

From each major participating
organisation

All project members, possibly new
project

All project members

Homework? Yes No No
Type of

discussion
Open Open Structured

Output Recommendations Guidelines, histories, names of people,
key artefacts

Structured report on issues that went well and those that
could be improved

Table 2
Reports vs. stories, taken from [7]

Reports Stories

Structure of knowledge Highly structured Semi-structured
Cost to prepare Low High
Richness of knowledge Low High
Ease of comprehension Easy Medium
Ease of recall Difficult-medium Easy
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arrows into the large arrow, writing in the causes. If a cause
has several subcauses they are drawn as arrows into the
minor arrows, as illustrated in Fig. 2. The figure shows a
Fishbone diagram resulting from a positive root-cause
analysis on good management. This example is a decompo-
sition of one of the groups identified in the KJ-diagram
shown in Fig. 1.

3.2. PMA method 2: the revised method

Our previous experiences of the PMA method with fish-
bone diagrams as a means of analysis had taught us that
group activity tended to be high during the KJ phases, but
that the activity seemed to dwindle as the groups proceeded
with the analysis with fishbone diagrams. This tendency has
also been observed by Stålhane et al. [24]. We wanted to
increase the level of participation during the analysis phase,
so we examined step four in the PMA process and proposed
twomain changes, which were inspired by theories on brain-
storming and the notation of causal maps.

3.2.1. Theory for change
The setup of the original PMA method can be seen as

the group working nominally in the KJ-session and interac-
tively in the root-cause analysis phase. A group is defined
as nominal if its members work independently, but in each
other’s presence. A group is defined as interactive if its
members generate ideas in face-to-face discussions.
According to Faure [13], evidence in the field suggests that
nominal groups outperform interactive groups on the num-
ber of original ideas generated in a brainstorming session.
Accordingly, we attempted to make phase four more nom-
inal. We did this by using the same technique as in the KJ-
sessions; namely, by using post-it notes and letting the
group members come up with possible causes individually
before coming together to discuss them.

In order to better accommodate the nominal brainstorm
technique, we needed a more free form diagrammatic tech-
nique for presenting the results. For this, we examined the

technique of causal mapping, which according to Hodg-
kinson [15] is one of the most popular methods for inves-
tigating individuals’ cognitive representations in strategic
decision making. Hodgkinson further observes that a
growing number of researchers are employing one or more
variants of causal mapping directly, as a means of eliciting
actors’ cognitions in situ, in an attempt to gain insights
into the nature and significance of cognitive processes in
organizational decision making. There exist many alterna-
tive elicitation procedures, but for our study we opted for a
simple freehand mapping variety, using only the notation
illustrated in Fig. 3 The figure shows the Causal map
resulting from a positive root-cause analysis on good
assignment, which is an identified group from the KJ-dia-
gram in Fig. 1. Here, every oval represents a concept, every
arrow indicates a cause–effect relationship, and the whole
map represents a specific situation.

3.2.2. Practical changes
The procedure for the post mortem meeting itself is the

same as in the original method outlined in Section 3.1,
except for step four, for which we substituted what we call
‘‘the causal map analysis”.

4. Causal map analysis: On the most important positive
experience and the most important negative experience.

The new causal map analysis works as follows. All par-
ticipants are given post-it notes and are asked to write
down the causes of the experience to be analysed. These
notes are then presented and placed on the whiteboard,
much in the same way as when using the KJ-method.
The group then gathers at the whiteboard and groups the
causes where applicable. Cause–effect relationships are
then indicated by arrows. The members are then allowed
to write new notes that state deeper causes, or if causes
are seen to be missing, write those in and indicate them
with arrows. When the new causes have been placed on
the whiteboard, the process is iterated until the group is
satisfied with the analysis.

Fig. 2. Fishbone example.
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The main differences between the new and original anal-
ysis phase are:

! Forcing everyone to participate more actively by filling
out the mandatory post-it notes.

! Allowing more freedom in the diagrams.

4. Research method

This section describes the design of the controlled exper-
iment that investigated the effectiveness of using fishbone
diagrams vs. using causal maps in the root-cause analysis
phase of a PMA.

We performed PMA sessions in 2004 and 2005 in which
we used fishbone diagrams and causal maps, respectively.
The PMA reports from the 2 years were analysed, and
we found that participants in the sessions produced a
greater number of items when using fishbone than causal
maps. However, when we looked at the content of the ideas
generated we found that causal maps produced a greater
number of new items than when using fishbone diagrams.
These PMA sessions were, however, not planned intention-
ally as a controlled experiment and we did not have control
of factors that could affect the results. On the basis of our
experiences from the PMA sessions in 2004 and 2005, we
planned a controlled experiment and performed it in
2006. The motivation for this experiment was to limit other
factors that could threaten the experimental results, such as
lack of randomization of subjects, different introductions
to the two PMA methods (fishbone and causal), and differ-
ent working conditions and time limits for the groups.

4.1. Experimental context

The experiment described in this paper was executed as
a part of a software architecture course for Masters’ stu-
dents at the Norwegian University of Science and Technol-
ogy. In this course, the students must carry out a software
architecture project, the goal of which is to develop the
software for a robot controller. The students work in
groups of four to six. During the semester, the students

must deliver a requirement specification, an architectural
description, an architecture evaluation (using ATAM [3])
and an implementation of the robot controller according
to the architecture. In the final phase of the project, the stu-
dents perform a post mortem analysis of the robot project
using PMA methods as described in Section 3. The stu-
dents should spend half of the time on finding and analy-
sing positive aspects of the project and the other half on
the negative aspects [25]. The number of students taking
this course varies from 60 to 100.

4.2. Study variables

This section defines the independent and dependent vari-
ables of the experiment and outlines how they were
measured.

4.2.1. AnalysisMethod
The independent variable describes whether the subjects

performed the second PMA phase using (1) fishbone dia-
grams with an interactive group process lead by a facilita-
tor (PMA method 1 or 2) causal maps with a nominal
brainstorming process (PMA method 2), as described in
Section 3. Thus there are two factors that are controlled:
the diagram technique and the group process. Although
it would be possible to test all four combinations of these
two factors independently (e.g., in a 2 " 2 factorial experi-
ment design), we have in this experiment focused on what
we consider the two most practical combinations, as
defined by PMA method 1 and PMA method 2, respec-
tively. Henceforth, when we refer to causal or fishbone
analysis in this experiment, we are not only referring to
the differences in diagrammatic technique but also the cor-
responding changes in the group process.

4.2.2. AnalysisEffectiveness
The dependent variable of the experiment attempts to

measure the effectiveness of the PMA methods. To
explain the AnalysisEffectiveness variable properly, we
recapitulate briefly the PMA process, which consists of
two main phases. In the first phase (steps 2 and 3), the
participants elicit positive or negative aspects of the

Fig. 3. Causal map example.
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project and all the items found are represented as post-it
notes in an affinity diagram. IPHASE1 is the number of
items found in phase 1. In the second phase (step 4),
the participants analyse one particular issue (positive or
negative) to determine the reasons or background for
this issue. The second phase generates a number of
items, which are represented in a fishbone diagram or
causal map. IPHASE2 is the number of items found in
phase 2. To measure effectiveness, we compute how
many of the items found in the second phase are new
from the first phase. Thus, we can compute the Analysis-
Effectiveness as

AnalysisEffectiveness¼
ðIPHASE2%ðIPHASE1\ IPHASE2ÞÞ '100

IPHASE2

IPHASE1 \ IPHASE2 denotes the number of items that are
common in phases 1 and 2. For example, if none of the
items found in the second phase were found in the first,
the effectiveness will be computed as 100%. If all of the
items found in the second phase were also found in the first,
the effectiveness will be computed as 0%. This means that
the effectiveness will range from 0% to 100%.

When counting items, two or more items that
describe exactly the same issue are regarded as dupli-
cates and are removed. Items presented in the second
phase are new if no items in the first phase state the
exact same meaning.

The AnalysisEffectiveness variable was measured by
going through the PMA reports of the subjects. The first
step was to eliminate redundancy by removing duplicate
items. Two or more items were considered to be duplicates
if they had the exact same wording or the exact same mean-
ing. The second step was to count items from the brain-
storm phase and the items from the analysis phase. The
third step was to find the items with the exact same word-
ing or meaning from both phases, and mark these. The
effectiveness was then computed by counting the number
of unmarked items from the analysis phase divided by
the total number of items from the same phase. To reduce
the possible bias caused by subjective judgement, two
researchers performed this process independently and later
compared the results. In cases where there was disagree-
ment, the items of concern were examined carefully before
a decision was made.

4.3. Hypothesis formulation

Our hypothesis assesses whether the choice of analysis
method (causal maps vs. fishbone) affects the percentage
of new items found in the analysis phase (second phase)
of a post mortem analysis, as quantified by the dependent
variable AnalysisEffectiveness. Thus, we wanted to investi-
gate whether one of the post mortem analysis methods is
more effective than the other. The hypothesis was as
follows:

H0 : AnalysisEffectivenessðCausal mapsÞ
¼ AnalysisEffectivenessðFishboneÞ

H1 : AnalysisEffectivenessðCausal mapsÞ
> AnalysisEffectivenessðFishboneÞ

The test was one-tailed, to reflect our expectation that the
causal maps would be more effective than fishbone, as sug-
gested by our previous experiences and also justified theo-
retically in Section 3.

4.4. Group assignment

The population in this experiment consisted of 95%
postgraduate and 5% last year bachelor software engineer-
ing students, where 20% of the population were females.
Seventy percent of the students had prior theoretical
knowledge of post mortem analysis methods from a soft-
ware engineering course but none had any practical experi-
ence. A randomized experimental design was used in the
controlled experiment. Each subject (group of students)
was assigned randomly to either the fishbone diagram or
causal map treatment. The groups were established at the
beginning of the software architecture course. A list was
made available for the students to sign up for a group
before a specified deadline. Most of the students that
signed this list knew each other beforehand. After the dead-
line, the remaining students were assigned to groups that
had open slots or to new groups. The assignment to the
fishbone and causal map treatments was distributed evenly
in relation to groups that were joined by students and
groups that were assigned by course staff. Table 3 describes
the distribution of the number of subjects (groups) to the
two PMA variants. The size of the groups varied from four
to six students. A total of 142 students participated in the
experiment.

4.5. Experiment tasks

The controlled experiment consisted of the following
tasks:

! Presentation of PMA method (30 min). The two variants
of the PMA method (fishbone and causal) were pre-
sented simultaneously in two different rooms by two dif-
ferent lecturers. The content of the presentations was
analysed before they were made, to ensure that they
were similar in all respects except those that pertained
to describing the two variants. The first part of the pre-
sentation was exactly the same, while in the second the
presentations differed in that one described the fishbone

Table 3
Distribution of subjects in the controlled experiment

Fishbone diagram Causal map Total

Number of groups 14 15 29
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method and the other described the causal method. In
the second part, the two methods were presented in a
similar way and used the same number of slides. The
participants asked roughly the same number of ques-
tions in each presentation, but the causal session lasted
5 min shorter than the fishbone session.

! Positive brainstorm (30 min). The participants brain-
stormed on positive aspects of the project and described
the results in an affinity diagram. The result was
recorded on a laptop PC or on paper.

! Negative brainstorm (30 min). The participants brain-
stormed on negative aspects of the project and described
the results in an affinity diagram. The result was
recorded on a laptop PC or on paper.

! Positive root-cause analysis (20 min). The issue that
received the most votes from the brainstorming session
on positive aspects was analysed using either a fishbone
diagram or causal maps. The result was recorded on a
laptop PC or on paper.

! Negative root-cause analysis (20 min). The issue that
received the most votes from the brainstorming session
on negative aspects was analysed using either a fishbone
diagram or causal maps. The result was recorded on a
laptop PC or on paper.

! Write PMA-report (approx. 2 h). All groups involved in
the PMA had to write a report on the PMA. The report
had to contain (i) four diagrams and a description from
the brainstorm and analysis phase and (ii) a description
of their experience of doing the PMA.

4.6. Analysis

4.6.1. Quantitative
The purpose of the quantitative test was to determine

whether or not there was a difference between the use of
the fishbone and causal methods. The hypothesis was tested
using a standard two-sample one-tailed t-test assuming
unequal variances. Although the t-test assumes a normal dis-
tribution, it is known to be relatively robust to mild devia-
tions from this assumption. However, given our small
sample size, it is not really possible to assess deviations from
this assumption in a reliable way, due to lack of power to per-
form formal normality tests. Thus, to reduce potential
threats to validity that might have resulted from violations
of the t-test assumptions, a non-parametric Wilcoxon rank
sum test was also performed. Given the small sample size,
the Wilcoxon test was performed using the Exact option in
the SAS statistical software package. The level of signifi-
cance of the hypothesis test was set to a = 0.05.

4.6.2. Qualitative
The purpose of running a qualitative analysis was to

determine what the difference between the use of the fish-
bone and causal methods consisted of, if there was a differ-
ence. The qualitative analysis was performed after the
results from the quantitative analysis were known.

Qualitative data were collected from three sources: (i)
observation of the students by two researchers as they per-
formed the different methods; (ii) the collection of the final
reports; and (iii) a brief open-ended report that the students
were told to write on their impression of the method and
their experience with it. The data were analysed by hand,
using a simple constant comparison method [19].

5. Quantitative results

This section describes the quantitative results and shows
the results from the hypothesis test for the controlled
experiment.

5.1. Descriptive statistics

Table 4 shows the descriptive statistics of the experi-
ment, including the average (Mean), standard deviation
(Std), minimum (Min), lower 25% quartile (Q1), median
(Med), upper 75% quartile (Q3) and maximum (Max) val-
ues of AnalysisEffectiveness for fishbone diagrams and cau-
sal maps, respectively. The analysis effectiveness was 59.8%
for fishbone diagrams and 78.4% for causal maps, which
indicates a practically significant mean difference of 18.6%.

5.2. Formal hypothesis test

The two-sample, one-tailed t-test on the difference in
means resulted in a p-value of 0.0062. The corresponding
exact Wilcoxon rank sum test resulted in a p-value of
0.0041. Thus, for both the parametric and non-parametric
tests, the p-value is well below the 0.05 level, which suggests
that there is a statistically significant difference between the
analysis effectiveness of the two methods of analysis.

5.3. Effect size

The sample’s mean, data distribution, and 95% confi-
dence interval of the mean for the dependent variable Anal-
ysisEffectiveness are presented in a diamond plot, as a way
to visualize the effect size of the two treatments (Fig. 4).
The line across each diamond represents the group mean
and the vertical span of each diamond the 95% confidence
interval for each group. Overlap marks are drawn below

Table 4
Descriptive statistics of analysis method and effectiveness

AnalysisMethod Mean (%) Std (%) Min (%) Q1 (%) Med (%) Q3 (%) Max (%)

Fishbone 59.8 19.8 20.0 50.0 68.3 73.3 83.3
Causal 78.4 15.6 46.2 73.9 80.0 89.2 100.0
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and above the means and an overlap represents a difference
that is not significant at a = 0.05. The line crossing the dia-
gram is the entire sample mean.

To further quantify the difference between the two anal-
ysis methods, we calculated a standardized effect size mea-
sure known as Cohen’s d [5]. In our case, Cohen’s d was
calculated by dividing the difference between the mean
AnalysisEffectiveness of causal maps and fishbone dia-
grams with the pooled standard deviation, yielding
d = 1.05. Cohen suggested that if d is greater than 0.8,
the effect size can be considered to be large.

6. Qualitative results

The quantitative tests suggest that there is a difference in
effectiveness between the two methods, but what that differ-
ence consists of remains an issue. To determine what the
difference consists of, we made a qualitative analysis of
the final reports.

The two diagram types differ importantly in the struc-
ture that they yield. One difference concerns the number

and depth of the causal links stated. The fishbone diagrams
usually contained three to four main causes, and subcauses
varied from none to four. The average cause–effect chain
was two links. By contrast, the causal maps contained from
two to eight main causes and had cause–effect chains up to
five links long, the average being about three links. The free
form of the causal maps seems to support and encourage a
greater degree of analysis of causes into their relevant
subcauses.

Another difference concerns the way in which causes
were analysed into subcauses. The students using the fish-
bone diagrams would put evenly distributed subcauses on
all their main causes, whether they were particularly rele-
vant or not. The students using the causal maps would typ-
ically select a few relevant causes and create longer cause–
effect chains for these, and ignore the more irrelevant main
causes, such as causes outside their control.

One of the major goals of the PMA is to learn from
experience and improve performance for future projects.
The cause–effect chains in causal maps are longer than
those in fishbone diagrams, and the causes noted seem to
be more specific. It is thus easier to think of courses of
action to improve performance. The longer chains yielded
by the causal map approach tended to paint a more
nuanced picture of the situation in the project, with general
causes being stated first and more specific causes being sta-
ted deeper in the chain as the general causes are analysed.

We also observed the formation of what we called hubs
in causal maps. Since a node can be the cause of several
other nodes and also the effect of several subcauses, some-
times we observed nodes with several arrows going in and
out. These nodes were very easy to identify in the diagrams
and typically marked major problem spots in the projects.

However, whether the causal or fishbone method was
used is not the only factor that affected the result. One
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Fig. 4. Diamond plot of the effect of AnalysisMethod on
AnalysisEffectiveness.

Fig. 5. Example of a causal map of a problem.
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observation from the qualitative analysis was that if the
students chose a topic for analysis that was outside their
control, the quality of the analysis was often low with
regards to useful experience that could be transferred to
new projects, regardless of the method they used for the
cause–effect analysis.

Figs. 5 and 6 show two examples from the PMA exper-
iment that illustrate the qualitative difference we found
between the resulting causal maps and the fishbone dia-
grams. In the causal map shown in Fig. 5, the greatest
number of links from a cause to the problem of focus is
four. The causal map also contains hubs where one node
is affected by several other nodes, e.g., the boxes ‘‘No
appointed formal project manager” and ‘‘Informal group
meetings”. Such hubs usually indicate a cause that relates
to many problems. Also note that many of the causes in
the diagram are specific and can be addressed so that per-
formance in the next project can be improved; by, e.g.,
assigning a project manager and enforcing more formal
group meetings.

Fig. 6 shows a typical fishbone diagram. Compared to
the causal map diagram, fewer causes are analysed into
subcauses, the causes are not analysed to a depth of more
than three levels, and the causes are more general.

In addition to the final reports, we observed the groups’
behaviour during the PMA sessions. Our qualitative obser-
vation was that the groups using the causal map technique
participated more during the analysis phase than the
groups using the fishbone diagrams.

The reports the students delivered about their experience
with the methods were very much unison. All of them
expressed a positive impression of the method, whether it
was the original or revised one. They particularly liked
the idea of focusing on what went well as well as what
did not. About 70% of the students had previous theoreti-
cal knowledge of the original method, as it was taught in an
optional course at the university, but none had practical
experience with using it. The students with theoretical
knowledge of the method were evenly distributed among
the groups.

7. Discussion

In this section we discuss our findings and possible
threats to the validity of our experiment.

7.1. Our results

The quantitative results presented in Section 5 showed
that, in our setting with small software teams with no
access to professional facilitators, using causal maps is
more effective than fishbone diagrams for analysing root
causes of problems or successes in PMAs. This result can
be explained by the fact that the groups that made causal
maps used a nominal brainstorming technique when gener-
ating their initial ideas on causes, whereas the groups that
made fishbone diagrams used an interactive technique. The
observation that the nominal group technique outper-
formed the interactive one, is a result that is in line with
earlier research on brainstorming [13].

Another possible explanation for the significant differ-
ence in effectiveness between the two approaches is that
we used untrained facilitators in our PMA sessions. The
difference might have been less, had we used professional
facilitators to properly steer the conversations. We know
that the fishbone method will benefit from an experienced
facilitator who can coax the underlying causes from the
participants, but there have been no tests to suggest
how much the causal map method would benefit from
having such a facilitator. Our observations from several
PMA sessions do, however, indicate that the motivation
and level of activity is generally higher when making cau-
sal maps than when making fishbone diagrams, as the for-
mer approach enforces active participation of all involved.
Also, the facilitator and form of discussion will still be a
bottleneck in terms of productivity. This leads us to con-
clude that the proposed method of causal maps is less
dependent on a professional facilitator, and as such, is
more suited for companies who are new to retrospective
methods, or where experienced facilitators are not readily
available.

Fig. 6. Example of a fishbone diagram on a success.
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The qualitative results presented in Section 6 show that
the quality of the analysis when using causal maps is higher
than when using fishbone diagrams, in the following
respects: the analysis of causes had greater depth; the issues
identified were more specific and practical; and the analysis
of the cause into subcauses was more varied. We believe
that some of these differences are due to the limitations
of the structure of the fishbone diagram. It is impractical
to analyse fishbone diagrams to a depth of more than three
levels. Further, variations in the depth of analysis (from 1
to 3 levels) are possible but not very practical. Most groups
in our experiment conducted their analysis at a depth of
two levels for all issues identified. In fishbone diagrams, less
relevant issues will be analysed into their component parts,
simply to ‘‘complete the fishbone structure”. In contrast to
this, when using causal maps, the structure is constructed
after the issues have been identified. Issues that are not very
relevant will not be analysed any further, whereas issues
that are very relevant will be subject to a more thorough
analysis to a depth of several levels. Such analysis will often
result in the identification of specific issues that can be
addressed with a view to improving performance in future
projects. In addition, the construction of causal maps will
often yield hubs, which constitute central issues that have
several inputs and outputs.

One could argue that there are benefits to using methods
that imposing more restrictions on the user, like the fish-
bone diagram. After all the method has been in successful
use for a long time. In the process of creating a more
restrictive diagram, the user is forced to ask questions,
interact and refine their thinking. However, as has been
pointed out in previous research [8] and as we have seen
in this experiment, this is dependent on an experienced
facilitator to properly steer the discussion. When no such
facilitators are available, a more freeform technique seems
to yield better results.

Another argument often raised against the causal maps,
is the concern for ‘‘spaghetti diagrams”, with no clear
structure and the option to connect every item on the
map, the diagram might become unreadable and not pro-
vide a good starting point for improvement. Fishbone dia-
grams on the other hand, has a clear structure that makes
main causes readily identifiable. In our experiment, how-
ever, we did not observe these effects. The causal maps pro-
vided good overviews and often had the so called ‘‘hubs”
which indicated strong causes. The fishbone diagrams on
the other hand often did not provide any clear cause, since
every bone was filled out ‘‘to complete the structure”. This
is another indication that an experienced facilitator was
needed in this variation.

Each group in the experiment consisted of four to six
persons. We believe that the difference in effectiveness
between the two approaches would be even more signifi-
cant for larger groups. The main reason for this is the form
of brainstorming used. A large group using interactive dis-
cussion will suffer more from the effect of ‘‘production
blocking” (impossibility for subjects to speak simulta-

neously), ‘‘evaluation apprehension” (fear of negative eval-
uation from other group members), and ‘‘free riding”
(reduced effort exerted when individual contribution is
not identifiable) [13] than a group using a nominal tech-
nique. With many subjects present, it is easier to fall silent
and leave the discussion to the others. There is a greater
risk of the analysis losing focus without coordination of
a professional facilitator. The waiting time could also result
in a drop of motivation that could hurt the end result.

7.2. Threats to validity

We now discuss, in a systematic way, possible threats to
the validity of our experiment according to the taxonomy
provided in [23].

7.2.1. Validity of statistical conclusions
The hypothesis was tested using both the non-paramet-

ric exact Wilcoxon rank sum test and the parametric two-
sample t-test. The tests yielded consistent and significant
results. Hence, in light of the simplicity of the experiment
design and the straightforward statistical analyses, we do
not believe that there are major threats to the validity of
our statistical conclusions.

7.2.2. Internal validity
The primary means to address threats to internal valid-

ity in this experiment was randomization. In addition, we
observed all the PMA sessions to make sure that they con-
formed fully to the prescribed processes. However, due to
practical considerations, once the subjects had been
assigned to one of the two treatments, they received differ-
ent training (on either causal maps or fishbone diagrams,
by two different instructors). As explained in Section 4.5,
we took several precautions to ensure that the training
was as similar as practically possible in quality and quan-
tity, but we cannot completely rule out the possibility that
a bias was introduced as a result of this differential training,
e.g., that one of the groups became more motivated or bet-
ter trained in their respective technique than the other
group.

7.2.3. Construct validity
The dependent variable of the experiment was ‘‘Analy-

sisEffectiveness”. According to Faure [13], originality of
the ideas generated is the most commonly used measure
when measuring creative techniques like brainstorming.
Note also that the qualitative analyses triangulated the
quantitative analysis by offering complementary insights
on other aspects of ‘‘quality”: the qualitative analysis
explained and justified the quantitative result.

7.2.4. External validity
The most prominent threat to external validity is that

the experiment was carried out by students for a student
project, which is not necessarily representative of industrial
settings. However, the students are part of a five-year
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Masters programme and at the end of their fourth year,
when they take the course, many of them have already
gained industrial experience as software developers. The
project itself was also designed to be as close to a real pro-
ject as possible, engaging teams of four to six developers
for a period of four months.

As explained in Section 7.1, we believe that the differ-
ence in effectiveness between the two approaches depends
on the size of the teams. Each team in the experiment con-
sisted of four to six persons. We expect that causal maps
would be even more beneficial for larger teams than this,
but less effective for even smaller teams. This expectation
is due to several, competing underlying mechanisms: hav-
ing a facilitator to structure discussions and results should
provide benefits to the fishbone approach, but as the size of
the team increases, production blocking, evaluation com-
prehension and free riding might counteract those benefits.
This needs to be verified in future experiments.

There is also the factor of non-professional facilitators
to consider. In previous research on PMA, it has been
claimed that the facilitator plays a crucial role [8]. In this
experiment, the students had to select a facilitator among
themselves. Whether the results can be generalized to a set-
ting with an experienced facilitator, for one or both vari-
ants of the method, is a matter for future experiments.
We do, however, believe that our results can be generalized
to settings in which experienced facilitators are not
available.

8. Conclusion

The results of the experiment described in this paper
show that when causal maps, rather than fishbone dia-
grams, are used to analyse successes and/or problems in
a PMA, in a setting of small software engineering teams,
with no experienced facilitator available, there is a signifi-
cant increase in both effectiveness and quality. Thus, con-
cerning our first research question: ‘‘Is the revised PMA
method more effective than the original PMA method?”,
we base our answer on our quantitative analysis which
states that there is a statistical significant difference
between the two methods and that the effect of using the
revised method compared to the original method is large.
We must also consider the setting of the experiment in
our answer, so the final answer is then: Yes, for a setting
of small software teams where there is no experienced facil-
itator available, the revised method is more effective than
the original.

To answer research question two: ‘‘How do the two
methods differ in their result?”, we used our qualitative
observations as well as outlined theory. We conclude that
the main explanation for the difference in the two methods
is twofold. First, using a nominal brainstorming technique
for causal maps will engage the whole evaluation group
simultaneously and thus be more effective. This is in line
with previous research on brainstorming. Second, the lay-
out of fishbone diagrams limits the ways in which issues

can be related and the PMA process can be carried out,
and is as such much more dependent on an experienced
facilitator to properly steer the discussion. Using fishbone
diagrams forces the participants to analyse issues in a strict
hierarchical manner and the diagram layout does not
encourage deeper analysis into several levels or analysis
of the relations between issues. Analysis using causal maps
is not restricted in these ways.

The main difference in the use of the two methods was
that the use of causal maps produced a more selective
and deeper analysis of issues into their component parts
that, in many cases, results in the identification of specific
and practical issues that can be addressed in order to
improve performance in future projects.

The results of our experiment may be extended by per-
forming further experiments, in which the variables and
environment are changed. For example, it should be deter-
mined how the group size and the usage of a professional
facilitator will affect the effectiveness of the variants of
the method. To reduce threats to external validity, we
should also perform similar experiments in an industrial
setting.
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