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Abstract
Aquaculture as an industry is quickly expanding. As a result, new aquaculture sites are being established at more exposed
locations previously deemed unfit because they are more difficult and resource demanding to safely operate than are
traditional sites. To help the industry deal with these challenges, we have developed a decision support system to support
decision makers in establishing better plans and make decisions that facilitate operating these sites in an optimal manner.
We propose a case-based reasoning system called aquaculture case-based reasoning (AQCBR), which is able to predict
the success of an aquaculture operation at a specific site, based on previously applied and recorded cases. In particular,
AQCBR is trained to learn a similarity function between recorded operational situations/cases and use the most similar case
to provide explanation-by-example information for its predictions. The novelty of AQCBR is that it uses extended Siamese
neural networks to learn the similarity between cases. Our extensive experimental evaluation shows that extended Siamese
neural networks outperform state-of-the-art methods for similarity learning in this task, demonstrating the effectiveness and
the feasibility of our approach.

Keywords Machine learning · Extended siamese neural networks · Siamese neural networks · Case-based reasoning ·
Decision support systems

1 Introduction

Aquaculture is currently a growing industry in Norway
and is expected to grow five-fold by year 2050 [20]. As a
result, the industry needs to expand to new locations that
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are increasingly more exposed to harsh weather conditions,
as they are located further away from the coast. As the
aquaculture industry is set to grow, it also faces scrutiny
related to its environmental impact, including lice growth
on salmon and the deposition of waste on the seabed
below aquaculture locations. Traditionally, the industry has
selected locations that are sheltered in fjords or behind
islands, as more exposure makes the operation of the
site expensive and dangerous. However, as a result of
the environmental impacts at these aquaculture locations,
government agencies do not allow locations to be too
closely grouped geographically. Thus, new locations for
aquaculture operations may be more exposed to weather.
The aquaculture industry is already the second most
dangerous profession in Norway with regard to work-related
accidents [12, 13]. An important task in the future is to
develop new technology for the aquaculture industry that
helps alleviate the increased risk resulting from the use
of exposed locations. Hence, it has become a priority to
reduce the amount of manual work and increase the level
of automation. Decision support systems (DSSs) can help
managers to plan operations at sites and minimize the
amount of manual work.
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DSSs for the aquaculture industry have been developed
for many years and utilize a wide range of different
machine learning and artificial intelligence techniques [19].
Aquaculture is an industry that traditionally relies upon
experience compiled over years. As a result, the aquaculture
industry does not have a tradition of establishing methods
and frameworks to create a formal framework for industry
practices.

Case-based reasoning (CBR) is a machine learning
method in which learning is performed by storing cases
that describe previously encountered problems and their
solutions. A new unseen problem can then be solved by
retrieving the stored case that most closely resembles the
new problem. The whole process can be described via
the CBR cycle [1]: retrieve the most similar case, reuse
this case to solve the new problem, revise the retrieved
case if the solution is adapted for the new problem,
and finally retain/store the revised case. All parts of this
cycle can be adapted when designing a CBR system to
solve a problem. However, a natural point of focus is the
retrieval phase, in which the CBR system must calculate the
similarity or distance between the problem case and all the
stored cases. This step is usually performed via similarity
functions, which can be modeled by domain experts or
learned from data. Introducing a DSS system using the CBR
methodology for the aquaculture industry can benefit from
being able to capture and reuse past experiences to make
predictions or recommendations produced by the system.
Applying DSS in this fashion builds on the tradition in
industry of drawing upon previous experiences.

In this work, we propose AQCBR, which is a DSS that
supports aquaculture site operators in planning operations
for their locations. The procedures in the aquaculture
industry are traditionally based on extensive experience
and intuition. For a DSS to be effective in such a work
culture, any prediction made by the DSS should also be
explained to the user. Although not the main focus of
our work, CBR is an established method for explainable
systems [14, 22]. AQCBR provides this same approach by
using previously recorded cases as a basis for predictions.
In our work, we created a case base from a dataset that
was collected previously in a project named EXPOSED
for studying exposed aquaculture operations1. This case
base was populated when developing AQCBR. We then
adapted several similarity learning methods to AQCBR
to learn a representation of the similarity between the
operations. We evaluated the different similarity learning
methods by quantitatively focusing on AQCBR’s usefulness
for classification and then qualitatively applied similarity
matrices. Our work focuses on evaluating similarity learning
methods, and for retrieval, we use a standard linear retrieval

1https://exposedaquaculture.no/

method that compares all stored cases against the query
case.

The main contribution of this paper is the application
of extended Siamese neural networks [17] (ESNNs) to
learn the similarity between cases of aquaculture operations
that are stored in AQCBRs. An ESNN is then evaluated
in the context of the problem of comparing aquaculture
operations, and this approach is shown to outperform other
state-of-the-art learning/distance similarity metric learning
methods.

The paper is organized as follows. In Section 2, we
outline the previous work related to machine learning
applied to DSSs for aquaculture. Section 3 describes the
different data sources, how the data were gathered, how the
data were interpreted, how we combined the different data
sources into a case and how the cases were grouped into a
case-base. In Section 4, we describe the method used for
learning the similarity function and the other methods used
as references. Section 5 presents the results of evaluating the
methods on the target task. Finally, we discuss and interpret
the results of the experiments in Section 6.

To make this work reproducible, the code for the
experiments described in this paper is available at https://
github.com/ntnu-ai-lab/esnn-aqcbr.

2 Related work

CBR has been applied to DSS systems in aquaculture
before, such as in the work done by Tidemann et al. [24]
on operational support in fish farming and in addition to
previous work on CBR for predicting the success of marine
operations [18]. As part of the work presented in this paper,
we focus on learning a similarity function to correctly
retrieve the most-similar case for supporting the aquaculture
operator in planning operations.

Learning similarity functions from data reduces the work
of developers and domain experts in modeling the similarity
function manually when designing a CBR system. Methods
for learning similarity measures have been a topic of
research of the CBR community for many years [2, 23]
and have also been of heightened focus recently [7, 11,
27]. Different types of methods for learning similarity have
been used for many tasks, such as deep metric learning for
human activity recognition [16] and ESNNs for 14 different
domains [17]. Dieterle et al.’s work [6], in which the features
of cases were weighted with an ANN, is another example of
the application of a learned similarity function.

Siamese neural networks are a subset of a class of
machine learning techniques grouped under the definition of
deep metric learners (DMLs). DMLs are optimized to learn
an embedding function for datapoints and then calculate
the similarity or distance between two such embeddings.

https://exposedaquaculture.no/
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One of the first examples of DML was Siamese neural
networks (SNNs), which are trained on pairs of cases.
The first example of this approach was given by Bromley
et al. [4] where a SNN was used to compare signatures.
This usage of DMLs follows a pattern in which DMLs
are applied to problems with many classes, such as the
identification of human activities [16], signatures [4] or
persons [21]. Typically, a SNN learns on pairs of datapoints,
and the loss function is calculated based on whether
the two most similar cases fall within the same class.
Recent developments in DML methods have expanded this
approach to triplet networks [10], where the DML is trained
on sets of triplets consisting of an anchor datapoint, a
positive datapoint (same class as the anchor datapoint)
and a negative datapoint (different class than the anchor
case). Matching networks [26] are also a subclass of DMLs
trained on representatives from clusters in the dataset. Some
methods of similarity learning, such as that proposed by
Gabel et al. [7], which learns the similarity of two data
points based on training with concatenations of each pair of
datasets, fall outside the DML class of methods.

Another application of SNNs is target tracking, i.e.,
tracking objects across video frames [3, 8, 9, 25],
where the Siamese architecture is used to compute the
distance/correlation between two image patches.In this
type of SNN application, Siamese networks are typically
convolutional neural networks that extract information from
parts of images. Some SNNs also employ long short-term
memory modules to capture patterns over time between and
within frames [8, 9]. The two embeddings computed by the
SNNs in tracking problems are combined using a correlation
operation. The output of the correlation operation can then
be used to estimate the distance between the two data points.
The two embeddings computed by the SNNs in tracking
problems are combined using a correlation operation. The
output of the correlation operation can then be used to
estimate the distance between the two data points. Typically,
SNNs are fully symmetric end-to-end with regard to the
two inputs; in contrast, some of the SNN methods used for
visual tracking [8, 9, 25] apply an operation to only one
of the signals before they are combined to calculate the
distance/correlation.

In previous work, we developed ESNNs, as described
in [17].An ESNN is an extension of a SNN that has a
higher capacity than a SNN for learning and differentiating
between classes/categories in a metric learning task. In
addition to learning embeddings in the way a SNN does,
eSNNs learn how to use the differences between two such
embeddings to calculate the corresponding distance. Thus,
an eSNN is a Type-4 similarity function [17]; such functions
have displayed excellent performance in terms of similarity

learning with datasets that are hard to classify. We use an
eSNN to create a DSS based on a CBR system (AQCBR)
to predict failures in operations at exposed aquaculture
locations.

3 Operational situation dataset and case
definition

As part of the EXPOSED project, operational data were
gathered at three different aquaculture locations. Each of the
locations was exposed to weather and harsh environments at
a level well above average in the industry.

3.1 Reports

The operators of the sites were tasked with recording
whether a set of possible operations was possible to
perform that day or if the weather or environment was too
challenging to safely execute these operations.

The operations considered each day were:

– Go out to the site (all of the personnel typically do not
live/sleep at the location);

– Perform a daily inspection, go out on the seacage
structure, and inspect the structure itself, as well as the
fish, to ensure sufficient fish welfare;

– Use of a crane on boat in relation to the location
structures. Typically, strong winds or waves make
operating a crane from a boat very difficult because the
length of the crane amplifies the movement generated
by the waves on the boat;

– Use a winch from a boat to operate at the location (e.g.
pull up different parts of the underwater structure);

– Operate a wellboat on location. Wellboats are used to
collect fully grown fish for slaughter or deliver spawn
to the fish farm cages;

– Perform delicing operations on location. Typically,
delicing is performed with wellboats using either
chemical, temperature or mechanical methods;

– Deliver fish food and freshwater via a feedboat equi-
pped without dynamic positioning (DP) equipment; and

– Deliver fish food and freshwater via a feedboat
equipped with DP equipment.

In addition, if any operation was deemed too difficult
because of the weather or environment, each of the reports
had to specify whether the limitation was related to winds,
waves, currents or a combination of these factors that
hindered the operation. Table 1 shows example reports
from four days over two weeks. In total, 708 reports were
recorded from 05.12.2016 to 30.12.2018.
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Table 1 Example of two cases from different aquaculture sites from
two days over a period of two calendar weeks. The features of the
cases are binary, where “1” (highlighted in bold in the table) indicates
a failure for that operation at that time and location

Parameter/Week number Week 39 Week 40

Date 30.09.2017 02.10.2017

Go out to site (wind) 0 0

Go out to site (wave) 0 0

Go out to site (current) 0 0

Daily inspection (wind) 0 1

Daily inspection (wave) 0 1

Daily inspection (current) 0 0

Use of crane on boat (wind) 0 1

Use of crane on boat (wave) 0 1

Use of crane on boat (current) 0 0

Use of nokke on boat (wind) 0 0

Use of nokke on boat (wave) 0 0

Use of nokke on boat (current) 0 0

Usage of wellboat (wind) 0 1

Usage of wellboat (wave) 0 1

Usage of wellboat (current) 0 0

Usage of service boat (wind) 0 1

Usage of service boat (wave) 0 1

Usage of service boat (current) 0 0

Delicing (wind) 0 1

Delicing (wave) 0 1

Delicing (current) 0 0

Usage of feedboat w/anchor (wind) 0 0

Usage of feedboat w/anchor (wave) 0 0

Usage of feedboat w/anchor (current) 0 0

Usage of feedboat w/DP (wind) 0 0

Usage of feedboat w/DP (wave) 0 0

Usage of feedboat w/DP (current) 0 0

Conversely, “0” indicates that the operation was successful. The
features of the cases have values for each operation type, indicating
whether it was wind, waves or currents as the reason for failure. The
example from week 39 shows a case in which all operations were
successful. The second example case from week 40 shows a failure to
perform daily inspection, use a crane on a boat, use a wellboat, use
a service boat and perform delicing. All the failures in the case from
week 40 were due to wind and waves and were not because of currents.
Additionally, the usage of feedboat was still possible because these
boats are large and their operations less sensitive to weather than is the
operation of smaller boats

3.2Weather reports

The Norwegian Meteorological Institute provides historical
records of weather data through its API.2 This API provides
recorded weather data from the closest weather station to a
given point in Norway. Thus, we could collect wind speed

2https://frost.met.no

and wind direction at the location and time for each report.
However, the different weather stations and their sensors
do fail from time to time, so for some days, the closest
operational weather station may be farther away from the
location of the aquaculture operation than it is on other days.
As a result, we calculated the distance from the weather
station to the location for each report as a feature in the
dataset.

3.3 Exposure level and wind effect

The EXPOSED project has produced a dataset [15] that
describes the degree of exposure for most of the aquaculture
installations in Norway. The data set provides a level of
exposure of 360 degrees around the installation. One such
installation and its exposure is illustrated in Fig. 1. The
exposure level is quantified in the range from 0 to 1, where
0 represents that the installation is shielded by a landmass
and 1 represents no land within 40 km. This dataset provides
the exposure level in the direction of the wind at any point
in time.

It is intuitive to incorporate the exposure level data
into the cases so that a learned similarity function can
compare levels of exposure between sites when computing
the similarity between operational situations. Including
all 360 data points per site in every report would be
counterproductive for several reasons. First, the exposure
data do not change over time for each site. Second, only a
small portion of the exposure data in the direction of the

Fig. 1 Level of exposure at one of the sites [15] that provided data for
our work. One can see that the site is exposed to wind and waves from
the north (marked as an open sector)

https://frost.met.no
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wind on a particular day influence the operations for that
day (being exposed in the direction of no wind has little
effect). Our solution is to combine the exposure level with
the wind direction at the location and the time of the report.
In this way, the learned similarity function can consider the
exposure level in the same direction as the wind direction
at that time. This approach is implemented as a lookup
function that returns the exposure level for a given wind
direction. To make the function smoother in terms of the
wind effect, we add a Gaussian filter. This addition will let
neighboring exposure levels influence the calculated wind
effect. The lookup function gf is defined as follows:

gf (wd, el, wis) = G(wis + 1) • el(wd, wis), (1)

where G(·) returns a Gaussian filter of size wis as a vector
and el(wd, wis) returns the exposure level in the wind
direction wd as well as the wis exposure levels adjacent to
the wind direction wd . Thus, the model considers the level
of exposure adjacent to the wind direction and not just the
single degree of influence in the direction of the wind. In our
model, we set this window wis to 10, thus accounting for
the exposure level within ±5 degrees of the wind direction.
This vector of wind exposure levels in and near the wind
direction can then be combined with the wind speed to
obtain the wind effect. This value is defined as we:

we(w, wd, el, wis) = gf (wd, el, wis) · w, (2)

where w is the wind speed at the site at that current time and
all other function parameters are as defined in (1).

3.4 Case definition and case base population

For all eight different types of operations listed in
Section 3.1, there can be four different outcomes: no failure
or failure because of wind, waves or current. As a result,
4 ∗ 8 = 32 classes exist, which are too many classes to
learn to separate from 708 data points. However, from the
perspective of a DSS user in the setting of aquaculture
operation planning, a general prediction of operational
failure is useful. Thus, grouping the failure types and causes
reduces the resolution but retains most of the utility of
AQCBR as a DSS. After grouping all the failures, we can
evaluate the AQCBR’s ability to predict failures related
to weather. Given that these operational failures seldom
occur, the dataset is unbalanced, with 88% of all cases
not reporting any failures. Given a failed operation, it is
highly likely that higher winds from the same direction
will also cause failures. Thus, it is simple to generate
realistic failure cases from the existing failure cases and
expand the training dataset. To generate a realistic case, we
pick a random failed operation and add a small random

value to the wind speed; this is done while making sure
the data point is not noise (, is associated with a low
wind speed, see Fig. 2). Figure 2 shows a pair plot for a
subset of the case features, with the cases colored according
to class (failure/success). The pair plot shows that most
failure cases occur due to high wind speeds but that some
occur at low wind speeds. The failure cases of the latter
type are not considered during the rebalancing of the
dataset.

We can now define the case base for AQCBR. Formally,
the case base data are denoted as d = x1, x2, . . . , xn,
where xi is one report containing success or failure
(sf ) information for an operation. Furthermore, let el =
el1, . . . , eln be the dataset of exposure levels, where eli
corresponds to the exposure level at the location of report
xi . Let w = w1, . . . , wn be the dataset of weather reports
collected for these sites, where wi corresponds to the
report xi . These weather reports contain wind speed (ws),
wind direction (wd) and distance to weather station (di)
information. Thus, a case can be represented as:

Ci(xi, eli , wi) = wi(ws, wd, di), we(wi(ws), wi(wd),

eli , wis), xi(sf ), (3)

where we(·) is defined by (2) and wis is the window size
for the weather effect (how much the exposure levels to
either side of the wind direction are taken into account).
Case bases are then split into testing (querying) and training
sets based on stratified cross-validation to evaluate the
AQCBR method (see Section 5). Example cases following
this definition are given in Table 2.

4 Extended siamese neural networks

For AQCBR to perform well, the most appropriate case
must be retrieved from the case base when presented with
a query. Thus, after populating the case base (Section 3.4),
we need to define a similarity function that captures the
connection between weather data and exposure level at a site
and whether an aquaculture operation could be successful
given those circumstances. This process could be done
in different ways, including manual/analytical modeling.
However, in this paper, we focus on the automatic learning
of the similarity function using similarity learning. Notably,
differences among localities and how these differences
change the way weather affects operations are hard to
model manually. Our approach is to learn these connections
through induction by creating a machine learning model
based on collected data.
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Fig. 2 Pair plot that shows the correlation among three of the features
for cases from the EXPOSED dataset. The coloring of the data points
denotes whether the operation was successful (blue) or failed (orange).
All values were normalized(e.g., wind speed=1 is the maximum wind

speed in the dataset). We can see that the wind speed feature has two
clusters according to failure or success. However, there are also some
failure cases with low wind speeds

Below, we briefly describe our method of similarity
learning in AQCBR and the reference methods used for
comparison.

ESNNs have displayed good performance compared to
other methods [17], thus an ESNN was chosen as the
primary method of similarity learning for AQCBR. We refer
to the implementation of an ESNN in this work as esnn.

For reference, we also implemented the similarity learning
methods described by Chopra et al. [5] (implementation
referred to as chopra) and Gabel et al. [7] (implementation
referred to as gabel). chopra is a type-3 similarity function
that learns to create useful embeddings and then calculate
the L2 (Euclidian) distance between pairs of embeddings.
Figure 3 shows the general architecture of the ESNN.

Table 2 This table shows two example cases from the recorded data used for the training and testing performed in this work

Example Wind speed Wind direction Distance Wind effect Success/Failure

A 0.78 (15.6) 0.725 (261) 0.14 (8844) 0.08 failure

B 0.22 (4.5) 0.741 (267) 0.14 (8844) 0.026 success

Each example case is described with the associated wind speed, wind direction, distance between the site and weather station, the wind effect and
if the case represents a success or a failure. Example A shows a failed operation with a high wind speed (15.6 m/s) from 261 degrees recorded at
a weather station 8844 meters from the aquaculture location. Example B shows an operation that did not fail, with a much lower wind speed (4.5
m/s) from the same wind direction reported at the same weather station
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Fig. 3 Architecture of the ESNN method that provides a similarity
function. This figure shows how the two datapoints x and y are
embedded throughG(·) (implemented by a neural network) to produce
the embeddings x̂ and ŷ. The absolute difference vector between the
two embeddings is then calculated and used as an input to a second
neural network. In addition, the two embeddings are used to calculate
loss associated with the classification of each of the data points

As shown in Fig. 3, esnn has three outputs, with
two outputs used for calculating the loss (x̂ and ŷ). The
third output is the distance between the two data points.
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Fig. 4 Training results across 1000 epochs for the different similarity
functions. The experiment was performed with five fold cross-
validation and then repeated five times for validity. Similar to the
results reported in [17], we can see that esnn and chopra achieve high
training accuracy early in the training process, while gabel require
additional training time as a result of its architecture. We can also
observe that chopra reaches a performance threshold at a loss value
of approximately 0.55, while esnn and gabel surpass this threshold
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Fig. 5 Validation results across 1000 epochs for the different similarity
functions. Data were recorded with the data shown in Fig. 4, with
5-fold cross validation repeated five times. Validation loss val was
calculated every 10 epochs. This graph shows that the difference
between esnn and chopra in terms of the validation accuracy is much
smaller than that for the training loss, as shown in Fig. 4. As with
the training performance, gabel takes more time to reach the same
performance level, while chopra starts to overfit after 600 epochs

Additionally, esnn includes an embedding function G(·)
and a binary function C(·, ·) that uses the two embeddings
(x̂ and ŷ) to compute the similarity between the two input
datapoints (x and y). Specifically, C(x̂, ŷ) = C(ABS(x̂ −
ŷ)). Let F(x̂) be the features of the case and S(x̂) the
solution (or target) of case x. For a pair of two cases (x, y)
the loss function of the ESNN can then be defined as:

L(α, x, y, s) = (1−α)

2
· (Lc(G(x), S(x))+Lc(G(y), S(y)))

+α · Ls(x, y, s), (4)

where α is a parameter used to weight the importance of
the three different outputs of the loss function and s is the
true similarity.Lc(p, q) is the categorical cross-entropy loss
between p and q. Finally, Ls is the similarity loss, or the
difference between the model-predicted similarity and the
true similarity, which is defined as:

Ls(x, y, s) = |s − C(G(x), G(y)| (5)

The loss function for chopra is Ls(x, y, s), with
C(G(x), G(y)) = |G(x) − G(y)|, and C(x̂, ŷ) is modeled
as the L2-distance between the embeddings x̂ and ŷ. gabel

uses the same loss Ls(x, y, s), but because gabel does not
learn embeddings, G(·) becomes the identity function I (·),
and C(I (x), I (y)) is learned as a neural network model.

Early experiments showed that for the case base defined
in the previous section, a high αproduces the best results
in the similarity function for AQCBR. As a result, an
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α equal to 1 was chosen, as shown in (4), resulting in
L(α = 1, x, y, s) = Ls(x, y). Thus, in our experiments,
all loss functions were identical to effectively assess model
performance.

5 Evaluation

The results shown in Figs. 4 and 5 were generated with
five-fold stratified cross-validation and repeated five times
resulting in a mean and standard deviation for each epoch.
The embedding part G(·) of the similarity functions esnn

and chopra was implemented as a fully connected ANN
with three layers of size 40, 6 and 3. esnn had an additional
two fully connected layers of size 4 and 2 to learn the
binary function C(·, ·). The results in Figs. 4 and 5 show
that the esnn similarity learning method performed better
than chopra and gabel. A retrieval validation was run
every 10th epoch, where every data point from the test

set of that fold was used as a query case. The training
set was used as the case base. The validation performance
was then calculated based on whether the most-similar
case had the same solution as the query case. Figures 4
and 5 show the training and validation performance results
across 1000 epochs. The training performance shows that
esnn outperforms the reference methods chopra and gabel

based on the training speed and accuracy, as well as having
a slightly better validation accuracy. In addition, one can
observe that chopra achieves effective performance very
quickly, while the performance level of gabel gradually
increases.

After 1000 epochs of training, the retrieval performance
(measured as described in the previous paragraph) is 90%
(±0.7%) for esnn, 85.57% (±3.4%) for chopra and
82.32% (±8.7%) for gabel.

To illustrate the qualitative results of retrieval for each
of the methods, we generated similarity matrices. Figures 6,
7 and 8 show the similarity matrices and retrieval results

Fig. 6 Similarity matrix for
esnn. The matrix is symmetric,
which is a result of the
architecture of the ESNN
method being based on a SNN.
The retrieved cases are all
correctly retrieved. However,
esnn still seems to output some
similarity between the different
classes. esnn measures opsitu7
to be not entirely different from
opsitu1, 2 and 3 even if they are
of a different class. This result is
in contrast to the similarity
matrix for chopra shown in
Fig. 8

opsitu1 opsitu2 opsitu3 opsitu4 opsitu5 opsitu6 opsitu7 opsitu8 opsitu9 opsitu10

opsitu1

opsitu2

opsitu3

opsitu4

opsitu5

opsitu6

opsitu7

opsitu8

opsitu9

opsitu10

1 0.059 1 1 0.0027 0 0.2 0.033 0.13 0.038

0.059 1 0.059 0.059 0.89 0.89 0.67 0.81 0.82 0.91

1 0.059 1 1 0.0029 0.00017 0.2 0.033 0.13 0.039

1 0.059 1 1 0.003 0.00025 0.2 0.034 0.13 0.039

0.0027 0.89 0.0029 0.003 1 1 0.78 0.92 0.67 0.94

0 0.89 0.00017 0.00025 1 1 0.78 0.92 0.68 0.94

0.2 0.67 0.2 0.2 0.78 0.78 1 0.71 0.67 0.81

0.033 0.81 0.033 0.034 0.92 0.92 0.71 1 0.87 0.93

0.13 0.82 0.13 0.13 0.67 0.68 0.67 0.87 1 0.59

0.038 0.91 0.039 0.039 0.94 0.94 0.81 0.93 0.59 1

1 0 1 1 0 0 0 0 0 0

opsitu3 opsitu10 opsitu4 opsitu3 opsitu6 opsitu5 opsitu10 opsitu10 opsitu8 opsitu5
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for esnn, gabel and chopra, respectively. These figures
were generated by sampling ten random cases. The cells
at the intersections of each case is the calculated similarity
between the cases, where 1 is high similarity and 0 is low
similarity. The second to last row of each figure shows
the class (failure/dark or success/light) of the cases in each
column. The colors of the cells also illustrate the degrees of
similarity, with high similarity (1) denoted with dark blue
and low similarity (0) shown in a light color. The last row
shows the name of the most similar case (except itself) to
the case in the column, and the color of the cell indicates if
this case was correctly (dark) retrieved.

Figures 6 and 8 show that both esnn and chopra

perform well as a similarity measures in AQCBR and
generally retrieve the correct cases. Figure 7 shows that
gabel performs slightly worse in practice. The figure
also shows that gabel is not a symmetric similarity
measure; notably, the diagonal is not a static value, and
similarities change when the ordering of cases changes
gabel(opsitu2, opsitu3) �= gabel(opsitu3, opsitu2).

One can also observe that chopra has a less smooth
similarity matrix than those of esnn and gabel. chopra

seems to clearly treat a query case as part of a class
(success or failure), with near-zero similarity with cases
in different classes than the query class in the case
base; this is not the case with esnn and gabel, which
output various similarities between a query case in one
class and other cases in different classes. This feature is
likely the result of how chopra implements its binary
function C(·, ·) as a static L2 distance function. As a
result, chorpa approximates a threshold function after
training. This finding suggests that similarity learning
methods that learn the binary part of similarity functions
(denoted as C(·, ·) in Section 4) can provide more
insight into similarities between cases of different classes
than can similarity functions that do not learn the
binary part. In the context of AQCBR, this suggests
esnn and gabel could help users obtain insight into
which parts of failed operations are similar to successful
operations.

Fig. 7 Similarity matrix for
gabel. The matrix illustrates that
this similarity learning method is
not based on a SNN because it is
not symmetric and the diagonal
is not 1. In agreement with esnn,
this method measures the failure
case opsitu7 to be close to the
success cases opsitu1, 2 and 3. In
contrast to the matrix produced
by esnn, opsitu7 is measured to
be closer to opsitu1, which of a
different class than opsitu7, than
opsitu2 which of the same class

opsitu1 opsitu2 opsitu3 opsitu4 opsitu5 opsitu6 opsitu7 opsitu8 opsitu9 opsitu10

opsitu1

opsitu2

opsitu3

opsitu4

opsitu5

opsitu6

opsitu7

opsitu8

opsitu9

opsitu10

0.96 0.022 0.96 0.95 0.0052 0.0098 0.46 0.018 0.024 0.0066

0.019 0.99 0.015 0.014 1 1 0.31 1 0.99 0.99

0.96 0.019 0.95 0.95 0.005 0.013 0.38 0.016 0.023 0.0065

0.95 0.018 0.95 0.94 0.005 0.015 0.34 0.015 0.023 0.0065

9.9e-05 1 0 6.7e-05 1 1 0.34 1 0.99 1

0.0038 1 0.0066 0.0085 1 1 0.97 1 1 1

0.46 0.37 0.39 0.35 0.32 0.97 0.068 0.64 0.3 0.17

0.015 1 0.013 0.012 1 1 0.59 1 0.99 1

0.021 0.99 0.02 0.02 0.99 1 0.33 0.99 0.99 0.99

0.0024 0.99 0.0025 0.0027 1 1 0.19 1 0.99 0.99

1 0 1 1 0 0 0 0 0 0

opsitu3 opsitu6 opsitu1 opsitu1 opsitu6 opsitu5 opsitu6 opsitu6 opsitu6 opsitu6
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Fig. 8 Similarity matrix for
chopra. This similarity matrix
is very binary in comparison
with those from gabel and
esnn, and similarity above 0.1 is
only output between cases of the
same class

opsitu1 opsitu2 opsitu3 opsitu4 opsitu5 opsitu6 opsitu7 opsitu8 opsitu9 opsitu10

opsitu1

opsitu2

opsitu3

opsitu4

opsitu5

opsitu6

opsitu7

opsitu8

opsitu9

opsitu10

1 0.00047 1 1 0.0018 0.0059 0.062 0 0.016 0.0032

0.00047 1 0.0005 0.00051 1 0.99 0.94 1 0.98 1

1 0.0005 1 1 0.0018 0.0059 0.062 2.9e-05 0.016 0.0033

1 0.00051 1 1 0.0018 0.0059 0.062 4.6e-05 0.016 0.0033

0.0018 1 0.0018 0.0018 1 1 0.94 1 0.99 1

0.0059 0.99 0.0059 0.0059 1 1 0.94 0.99 0.99 1

0.062 0.94 0.062 0.062 0.94 0.94 1 0.94 0.95 0.94

0 1 2.9e-05 4.6e-05 1 0.99 0.94 1 0.98 1

0.016 0.98 0.016 0.016 0.99 0.99 0.95 0.98 1 0.99

0.0032 1 0.0033 0.0033 1 1 0.94 1 0.99 1

1 0 1 1 0 0 0 0 0 0

opsitu3 opsitu8 opsitu4 opsitu3 opsitu2 opsitu10 opsitu9 opsitu2 opsitu6 opsitu5

6 Conclusions and future work

In this work, we have shown the need for decision support
tools to help strengthen the aquaculture industry and
increase the level of automation and planning. To this end,
we have presented AQCBR, a DSS based on CBR that uses
a novel ESNN method for learning similarities.

Our results show that the similarity learning method esnn

outperforms gabel and chopra.This finding is consistent
with the previously reported results from Mathisen et al.
[17]. In addition, the similarity matrices and retrieval results
in Figs. 6 and 8 show that AQCBR performs well in terms
of retrieving previous cases with the same outcome as
the query cases. These figures also confirm that all three
methods of similarity learning perform well, with esnn

giving the best overall performance. We also showed that
esnn performs well with relatively little data (a total of 708
data points).

In this paper, we have shown that AQCBR can serve as a
decision support system for aquaculture operators because it
not only differentiates feasible from unfeasible operations,
but also provides explanation-by-example.

An extension to this work would be to not group all
the different types of operations into one, as described in
Section 3.1. However, this approach would require more
data points to allow esnn to correctly separate additional
categories of operational successes and failures. Because
waves typically build over days, especially if the location is
very exposed, including a time series of weather in relation
to a location could improve the accuracy of the proposed
method.
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