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Motivation

Computer Science have been experimenting with clusters of commodity computer for more than a decade now and users of High Performance Computing, HPC, are beginning to embrace commodity based clusters as well, however only a few very large clusters from purely commodity components have yet been introduced as general purpose supercomputers. Lately commodity clusters have been promoted as silver-bullets in the price-performance war of HPC, unfortunately this have lead to many users getting unrealistic expectations to the performance of commodity clusters.

There are many possible levels between classic supercomputers and clusters of commodity PCs. The component that is most often replaced with a non-commodity part is the network since significant improvement can be achieved by replacing Fast-Ethernet by a high-performance cluster-interconnect, i.e., Myrinet or Quadrics. Another often seen improvement is to replace standard PCs by more costly server-machines. Another approach again is to keep the hardware completely commodity but replace the operating system or parts thereof with custom middleware, there is easily a factor of five to be gained using user-level communication over TCP/IP with standard Ethernet.

While commodity clusters from PC components are very reasonably priced indeed there are distinguishing components that in these architectures that makes PCs less obvious choices for a HPC platform. The mere fact that today’s PCs are designed for gaming is in itself a serious hurdle since the networking layer has been placed on the far end of the bus, thus limiting communication performance significantly. As a result programmers need to apply a large set of tips-and-tricks to gain performance with clusters of commodity PCs. On the other hand the same architectures can yield huge performance if the application can be fitted in the framework of games, since the machines are optimized for just this. 

The mini-symposium will cover important aspects that should be considered by anybody that means to build a cluster of commodity computers as a supercomputer replacement. It is the goal of the mini-symposium to show both the problems associated with commodity clusters and the solutions to the problems that arise with such systems.

Papers included in the symposium proposal:

Brian Vinter, SDU, Denmark

Design and implementation of a 512 CPU cluster for general purpose supercomputing

This paper describes the design and implementation of a 512 CPU cluster based on Intel Pentium 4 uni-processors and standard Fast-Ethernet. The paper covers the reasoning that leads to the choice of processor, network and node size. Important design parameters include; cost, performance, maintainens cost, general usability, reusability, power consumption, etc.. The consequences of the choices are then verified and the performance of the resulting cluster is represented. 

