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Parallelizing applications is a complex task where achieving good scaling is difficult [4]. The performance of the communication subsystem is one of the factors limiting scaling [7], though finding and resolving performance problems may require an intimate understanding of the implementation [1]. Algorithms for collective operations have been studied by a number of people, but mechanisms intended to aid the mapping of an application to a clusters topology are either insufficient or not implemented [5].

We discuss our experiences parallelizing a river simulation, and our experiences configuring this and other parallel applications to get good speedup on a cluster and on multi clusters. We discuss our approach and our system [2, 3] for supporting experimenting with different configurations of applications to the clusters used. Performance measurements using several applications document the effects of the configurations. 
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