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We discuss configurable data collecting, management and observation systems, including [1,2,3, and others], for monitoring events in parallel applications on clusters and multi clusters. We demonstrate low-level, fine-grained monitoring of synchronzation and communication events by using the EventSpace system we have developed. Performance measurements of several parallel applications show that the system supports high observation rates without any significant slowdown of the applications. We discuss simple visualizations useful for understanding the performance behaviour of a parallel application.
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