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An information infrastructure has to scale, and hence change,
as it expands. This creates a dilemma. The expansion fuels new
patterns of use, which require changes, while on the other hand,
the diffusion of and investments in the information infrastructure
have a strong, conservative in¯ uenceÐ the intertia of the installed
base. The changes required to implement the scaling have to be
in small steps. An information infrastructure is not ª changed,º
but rather it undergoes transitions. These transitions are highly
involved sociotechnical negotiations. This article is based on a case
study of the efforts to change the Internet Protocol (IP) in the In-
ternet to facilitate further growth. The revision of IP is the most
serious challenge to the continued scaling of the Internet during its
nearly 30 years of existence.
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Infrastructure technology lasts for many years and needs
to scale in response to new patterns of use and new ser-
vices. This is also true for an information infrastructure.
An information infrastructure has to scale, hence change,
to meet new requirements stemming from its growth. The
problem, however, is how to accomplish this.

The aim of this article is to develop a deeper understand-
ing of the problems and challenges associated withmaking
changes in order to scale an information infrastructure. At
the core of this lies a dilemma. On the one hand, the ex-
panding information infrastructure supporting a growing
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population of users and new services accumulates pres-
sure to make changes, but, on the other hand, this has to
be balanced against the conservative in¯ uence of the huge,
already installed base of elements of the information in-
frastructure. There is simply no way to accomplish abrupt
changes to the whole information infrastructure requiring
any kind of overall coordination (e.g., so-called ¯ ag days)
because it is ª too large for any kind of controlled roll-
out to be successfulº (Hinden, 1996, p. 63). A feasible
way for an information infrastructure to change is through
a (more or less) smooth, near-continuous transition from
one phase to another. To develop a ® rmer understanding
of exactly how large changes can be made, when they are
appropriate and where, and in which sequence they are to
be implemented is of vital concern when establishing a
National Information Infrastructure (IITA, 1995).

The empirical basis of this article is a case study of the
revision of the Internet Protocol (IP) in the Internet. Its
revision was a direct response to the problems of scaling
the Internet: ª Growth is the basic issue that created the
need for a next-generation IPº (Hinden, 1996, p. 62). The
IP forms the core of the Internet in the sense that most ser-
vices, including the World Wide Web, e-mail, ftp, telnet,
archie, and WAIS, build upon and presuppose IP. Revis-
ing IP is the most dif® cult and involved change ever made
to the Internet during its nearly 30 years of existence. It
provides an unique opportunity to study the problems of
scaling large information infrastructures.

The remainder of the article is organized as follows.
The second section explains and motivates why focusing
on scaling in information infrastructure design is vital.
The notion of a transition strategy is elaborated. The third
section gives a brief outline of the social and bureaucratic
organization of the Internet. It also identi® es key design
principles within the Internet. The function of the IP is
sketched. The next three sections present the revision of
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the IP through three phases. First the early problem formu-
lation is retraced, roughly covering the period from the late
1980s until July 1992. Then the elaboration of the scal-
ing problem is described together with how criteria were
worked out for selecting among the alternative solutions
during the 2 years from July 1992 until July 1994. The
sixth section outlines the process following the decision
about the protocol, a process spanning from July 1994
until today. The seventh section analyzes and discusses
further three key issues regarding scaling information in-
frastructures that surface in the IP case: how abstract de-
sign principles always need to be appropriated to a given
context, how the design of IP should be recognized as the
design of infrastructure rather than an artifact, and whether
the institutionalized practice of pragmatic Internet design
will survive the challenges of the future. The ® nal section
contains concluding remarks.

Methodologically, the case study is a historical recon-
struction based on several sources. The Internet keeps a
truly extensive written record of most of its activities, an
ideal source for empirical studies related to the design of
the Internet. I have used the archives for IETF(see the third
section for an explanation of acronyms) meetings includ-
ing BOFs, working group presentations at IETF meetings
(ftp://ds.internic.net/ietf/ and http://www.ieft.org), RFCs
(ftp://ds.internic.net/rfc/), minutes from IPng directorate
meetings (ftp://Hsdndev.harvard.edu/pub/ipng/directorate.
minutes/), e-mail lists for big-internet (ftp://munnari.oz.
au/big-internet/list-archive/) and several working groups
(ftp://Hsdndev.harvard.edu/pub/ipng/archive/ ), Internet
drafts (ftp://ds.internic.net/internet-drafts/), IESG mem-
bership (http://ietf.org/iesg.html#members), IAB minutes
(http://info.internet.isi.edu:80/IAB), IAB membership
(http://www.iab.org/iab/members.html), and information
about IAB activities (http://www.iab.org/iab/connexions.
html). The archives are vast, many thousands of pages
of documentation in total. The big-internet e-mail list,
for instance, receives on the average about 200 e-mails
every month. As a supplement, I have conducted in-depth
semistructured interviewing lasting about 2 hours with two
persons involved in the design of the Internet (Alvestrand,
1996; Eidnes, 1996). One of them is director for one of the
so-called areas within IETF and a member of the IESG.

THE NEED FOR TRANSITION STRATEGIES

The Dilemma of Scaling

Scaling an information infrastructure is neither trivial nor
automatic. When expansion exceeds given limits, the in-
formation infrastructure needs to evolve, that is, change,
to cater for further scaling.1 This concern has been a cor-
nerstone during the continued development of the Inter-
net: ª From its conception, the Internet has been, and is

expected to remain, an evolving system whose participants
regularly factor new requirements and technology into its
design and implementationº (RFC, 1994a, p. 6). This con-
cern for facilitating an evolving, constantly changing in-
frastructure is not restricted only to the Internet. It carries
over to the National Information Infrastructure initiative
as well. In a report by the Information Infrastructure Tech-
nology and Application working group, the highest level
National Information Infrastructure technical committee,
it is pointed out:

We don’ t know how to approach scaling as a research

question, other than to build upon experience with the Inter-

net. However, attention to scaling as a research theme is es-

sential and may help in further clarifying infrastructureneeds

and priorities.... It is clear that limited deployment of proto-

type systems will not suf® ce. (IITA, 1995, emphasis added)

Contributing to the problems of making changes to an
information infrastructure is the fact that it is not a self-
contained artifact. It is a huge, tightly interconnected yet
geographically dispersed collection of both technical and
nontechnical elements. Because the different elements of
an information infrastructure are so tightly interconnected,
it becomes increasingly dif® cult to make changes when it
expands. The inertia of the installed base increases as the
information infrastructure scales as is the case with the
Internet: ª The fact that the Internet is doubling in size
every 11 months means that the cost of transition... (in
terms of equipment and manpower) is also increasingº
(IPDECIDE, 1993). But changes, and signi® cant ones,
are called for.

The scaling of an information infrastructure is accord-
ingly caught in a dilemma. It is a process where the pres-
sure for making changes that ensure the scaling has to be
pragmaticallynegotiated against the conservative forces of
the economical, technical, and organizational investments
in the existing information infrastructure, the installed
base. A feasible way to deal with this is for the information
infrastructure to evolve in a small-step, near-continuous
fashion with respect to the inertia of the installed base
(Grindley, 1995; Hanseth et al., 1996; Neumann & Star,
1996; Star & Ruhlender, 1996). Between each of these
evolutionary steps there has to be a transition strategy, a
plan that outlines how to evolve from one stage to another.
The controversies over a transition strategy are negotia-
tions about how big changes canÐ or have toÐ be made,
where to make them, and when and in which sequence to
deploy them.

The aim of this article is to contribute to our under-
standing of scaling of information infrastructures through
a study of the transition from one version of the IP to the
next. It is fair to say that the Internet has never had a more
serious challenge to its scaling than the revision of IP. This
is because the dilemma outlined here has never been more
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pressing. The explosive growth of the Internet is gener-
ating a tremendous pressure for making changes, changes
that are so fundamental that they need to be made at the
core, that is, in IP. At the same time, these changes are
likely to have repercussions on an Internet that has never
been as huge and has never exhibited a stronger inertia of
the installed base.

Related Research

The growing interest for information infrastructure has
produced a rich variety of studies and analyses of infor-
mation infrastructures. Surprisingly enough, there do not
exist many studies about the Internet that try to spell out in
some detail how the design process actually takes place.
There exist several overviews of the historical develop-
ment of the Internet, but they contain littleor no evidence of
how or why various design decisions came about (see, e.g.,
Hauben & Hauben, 1996; Lo, 1996). Abbate (1994) repre-
sents an exception. Here the underlying design visions of
twocompeting alternatives for networking, namely, IP and
the one developed within the telecommunication commu-
nity (called X.25 by the CCITT2), are uncovered. Hanseth
et al. (1996) discuss the structure of the tension between
change and stability in information infrastructures with
illustrations from the Internet and the Open Systems In-
terconnection (OSI) of the International Standardisation
Organization (ISO). Hanseth (1996) analyzes the nature
of the installed base through illustrations of a variety of
cases, including the Internet. A highly relevant area of
research regarding the Internet is to unwrap the design
culture within the Internet. This, however, seems to be
a completely neglected area. The few studies related to
cultural aspects of the Internet focus on others than the
designersÐ for instance, Turkle (1995) on MUD users and
Baym (1995) on Usenet users.

Star et al. seek through a series of studies to develop a
deeper understanding of what an infrastructure technology,
as opposed to an artifact, is. Star and Ruhlender (1996)
discuss the adoption and use of an information infrastruc-
ture supporting a community of researchers. Neumann and
Star (1996) discuss the multiplicityof viewpoints of an in-
formation infrastructure. Bowker and Star (1994) describe
how standardized classi® cation schemes in medicine high-
light some aspects of the phenomenon while downplaying
others. Similarly, Jewett and Kling (1991) develop a no-
tion of infrastructure that is to capture the many hidden
resources that need to be mobilized to get an information
system to actually be used.

Lehr (1992) points to the bureaucratic and procedu-
ral differences in the way standardization bodies organize
their work. These are argued to play an important role for
the outcome, namely, the standards. For instance, the OSI
effort represents a clear-cut alternative to the evolutionary

approach underlying an emphasis on transition strategies.
OSI is designed monolithically from scratch, that is, with
a total disregard for existing information infrastructures,
the installedbase. It has been ® ercely criticizedfor exactly
this (Hanseth et al., 1996; Rose, 1992c).

The literature on large technical systems is illuminating
in describing how infrastructures are established but tends
to bypass how to facilitate changes (Summerton, 1994). A
particularly relevant contribution is Hughes (1983), which
gives a historical account of the electri® cation of the West-
ern world around the turn of the century. Hughes’ s work
is important but it does not address the dilemmas of scal-
ing explicitly. It would be illuminating to reinterpret his
account by focusing on the issues of transition strategies,
the role of the installed base, and gateway technologies.

Recently, there has been attentionto development strate-
gies suitable for information infrastructures (Kahin &
Abbate, 1995). These strategies do not deal with scaling
but address issues such as the role of government inter-
vention and industrial consortia.

Grindley (1995) argues for the importance of the in-
stalled base of products. This emphasizes the need for
products to be backward compatible; that is, that they in-
teroperate with earlier versions of the product. In other
words, this protects the installed base of earlier versions
of the product. Backward compatibility plays the same
role for products as transition strategies for information
infrastructures (Hinden, 1996).

A possible strategy to support a scaling information in-
frastructure different from enhancing a smooth transition
is the use of gateways. This is a potentially useful mecha-
nism for scaling information infrastructure that plays prac-
tically no role in the Internet. It is pretty much written off
within the Internet community (Eidnes, 1996; Stefferud
& Pliskin, 1994). Using gateways is interesting but is not
pursued in this article.3 Consult, for instance, David and
Dunn (1988) for a discussion of gateway technologies from
an economic perspective. Hughes (1983) describes several
employments of gateways in the history of electri® cation,
and within the digital library initiative there is some atten-
tion to the role of gateways.

THE INTERNET

The Organization and the Standards

The Internet is one of several information infrastructures.
Two other open, global ones are OSI and EDIFACT.4 The
Internet has, of course, a number of historically contin-
gent features that distinguish it and make it dif® cult, if
not impossible, to reproduce intentionally. Still, a number
of key lessons may be learned from studying the Inter-
net. The term ª Internetº has three different meanings that
sometimes need to be distinguished. It may denote (1) the
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collection of certi® ed standards, (2) the physical network
itself, and (3) the procedural and bureaucratic organization
of the standardization process that produces, revises, and
scraps the Internet standards.

The physical network relies on the implementation and
deployment of relevant the Internet standards. These stan-
dards are dynamically worked out (see later discussion)
and number about 200 standards today. These standards
include the speci® cation of communication protocols,
which basically are organized in a hierarchy in which
higher-level protocols rely on prede® ned functions of the
lower-level ones (see Hanseth et al., 1996, for a more pre-
cise description). There are three levels, where IP forms
the bottom layer, TCP the middle, and the application
level is the topmost one. The application level includes
the World Wide Web, e-mail, WAIS, archie, and ftp. The
current version of IP is version 4 (written IPv4) and dates
back to 1981. Next-generation IP, written IPng, was used
to refer to the forthcoming revision of IPv4.

The Internet community consists, in principle, of every-
body with access to the Internet (in the sense of meaning
2) (RFC, 1994a). Participation in the e-mail discussions,
either general ones or those devoted to speci® c topics, is
open to anyone who submits an e-mail request in the way
speci® ed (see http://www.ietf.org). The Internet commu-
nity may participate in the three yearly meetings of the
Internet Engineering Task Force (IETF).The IETFdynam-
ically decides to establish and dismantle working groups
devoted to speci® c topics. These working groups do much
of the actual work of developing proposals. At the IETF
meetings design issues are debated. It is furthermore pos-
sible to organize informal forums called BOFs (ª birds of
featherº ) at these meetings.

IETF nominates candidates to both the 13-member In-
ternet Advisory Board (IAB) and the 10-member Internet
Engineering Steering Group (IESG). The IETF, the IESG,
and the IAB constitute the core institutions for the design
of the Internet. Their members are part-time volunteers.
In principle, they have distinct roles: The IETF is respon-
sible for actually working out the proposals, the IESG for
managing the standardization process, and the IAB for
the overall architecture of the Internet together with the
editorial management for the report series within the In-
ternet called Requests For Comments (RFC). In practice,
however, the ª boundaries of the proper role for the IETF,
the IESG and the IAB are somewhat fuzzyº as the current
chair of the IAB admits (Carpenter, 1996). It has proven
particularly dif® cult, as vividly illustrated in the case de-
scribed next, to negotiate how the IAB should exercise its
role and extend advice to the IESG and the IETF about the
overall architecture of the Internet protocols. In the dis-
cussion in the seventh section of this article, the roles and
interests of the IETF, the IESG, and the IAB are elaborated
further.

Design Principles in the Internet

The Internet has so far scaled. It has proved remarkably
¯ exible, adaptable, and extendable. It has undergone a
substantial transformationÐ constantly changing, elabo-
rating, or rejecting its constitutive standardsÐ during its
almost 30-year history of existence. The historic ability of
the Internet to scale is not accidental but closely linked to
deep-seated views on design. It is illuminating to try to
make the underlying design principles of the Internet as
explicit as possible. Few are made explicit by the commu-
nity itself, so this involves an element of interpretation.
Clarifying these principles will be relevant later when pre-
senting the case of IP. An important aim of this article
is to inquire in some detail into how these principles un-
fold in practice when confronted with the challenges of
revising IP to achieve further scaling of the Internet. As
will become evident later, even if the design principles are
widely accepted, their ª applicationsº in speci® c cases are
anything but clear-cut (Suchman, 1987). To learn about
how issues of scaling are handled in the Internet, it is ac-
cordingly not suf® cient to refer to the programmatic design
principles. They tell little. It is necessary to study how they
get appropriated.

A key source for identifying design principles shared
by the vast majority of the Internet community is the ones
embedded in the procedural arrangements for develop-
ing the Internet standards. The standards pass through
three phases that explicitly aim at interleaving the de-
velopment of the standard with practical use and evalu-
ation:

These procedures are explicitly aimed at recognizing and

adopting generally accepted practices. Thus, a candidate

speci® cation is implemented and tested for correct opera-

tion and interoperability by multiple independent parties and

utilized in increasingly demanding environments, before

it can be adopted as an the Internet Standard. (RFC,

1994a, p. 5)

During the ® rst phase (a Proposed Standard), known
design problems should be resolved but no practical
use is required. In the second phase (a Draft Standard),
at least two independent implementations need to be
developed and evaluated before the standard may pass
to the ® nal phase, to be certi® ed as a full the Internet
Standard. This process is intended to ensure, beyond ob-
viously improving the functionality, that the protocols are
lean and simple, and that they are compatible with the
already installed base of networks. The Internet stan-
dards are to function in a multivendor environment, that
is, achieve ª interoperability by multiple independent
partiesº (RFC, 1994a, p. 5). The current suggestion for
an IPng reached the status of a Proposed Standard
on 17 November 1994. It has not yet become a Draft
Standard.
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LATE 1980s TO JULY 1992

Framing the Problem

During the late 1980s there was a growing concern that the
success of the Internet, with its accelerating adoption, dif-
fusion, and development, was generating a problem (RFC,
1995, p. 4). No one had ever anticipated the growth rate
of the Internet. The design of the Internet was not capa-
ble of handling this kind of growth for very long. The
Internet is designed so that every node (e.g., a server, PC,
printer, or router) has an unique address. The core of the
problem was considered to be that IPv4 has a 32-bit, ® xed-
length address. Even though 32 bits might theoretically
produce 232 different identi® ers, which is a very signi-
® cant number, the actual number of available identi® ers
is dramatically lower. This is because the address space
is hierarchically structured: Users, organizations, or ge-
ographical regions wanting to hook onto the Internet are
assigned a set of unique identi® ers (a subnetwork) of pre-
determined size. There are only three available sizes to
choose from, the so-called class A, B, or C networks. The
problem, then, is that class B networks are too popular. For
a large group of users, class C is too small. Even though
for many, class C would suf® ce, they are assigned the next
size, class B, which is 256 times larger than class C. In
this way, the problem of ® xed-length IPv4 addresses grad-
ually got reformed into the problem of exhausting class B
networks. At the August 1990 IETF meeting it was pro-
jected that class B space would be exhausted by 1994, that
is, fairly soon (RFC, 1995, p. 4). This scenario produced
a profound sense of urgency. Something had to be done
quickly. The easy solution of simply assigning several
class C networks to users requiring somewhat more than
class C size but much less than class B was immediately
recognized to cause another, equally troublesome, prob-
lem. As the backbone routers in the Internet, the nodes
that decide which node to forward traf® c to next need to
keep tables of the subnets; this explosion of the number
of class C networks would dramatically increase the size
of the routing tables, tables that already were growing
disturbingly quickly (RFC, 1995). Even without this ex-
plosion of class C networks, the size of routing tables was
causing severe problems as they grew 50% more quickly
than hardware advances in memory technology.

During the early 1990s, there was a growing aware-
ness regarding the problems associated with the continued
growth of the Internet. It was also recognized that this was
not an isolated problem but, rather, involved issues includ-
ing assignment policies for networks, routing algorithms,
and addressing schemes. There was accordingly a fairly
clear conception that there was a problem complex but a
poor sense of how the different problems related to each
other, not to mention their relative importance or urgency.
In response, the IETFinNovember 1991 formed a working

group called Routing and Addressing (ROAD) to inquire
more closely into these matters.

Appropriating the Problem

By November 1992 the ROAD group had identi® ed two
of the problems (class B exhaustion, routing table explo-
sion) as the most pressing and IP address exhaustion as
less urgent:

Therefore, we will consider interim measures to deal with

Class B address exhaustion and routing table explosion (to-

gether), and to deal with IP address exhaustion (separately).

(RFC, 1992, p. 10)

The two most pressing problems required quick action.
But the ROAD group recognized that for swift action to
be feasible, changes had to be limited, as the total in-
stalled base cannot change quickly. This exempli® es a, if
not the, core dilemma when extending infrastructure tech-
nologies. There is pressure for changesÐ some immedi-
ate, others more long-term, some well understood, others
less soÐ that need to be pragmaticallybalanced against the
conservative in¯ uence of the inertia of the installed base.
This dilemma is intrinsic to the development of infrastruc-
ture technology and is accordingly impossible to resolve
once and for all. On the one hand, one wants to explore a
number of different approaches to make sure the potential
problems are encountered, but on the other hand one must
at some point settle for a solution in order to make further
progress. It makes more sense to study speci® c instances
of the dilemma and see how they are pragmatically nego-
tiated in every case. A necessary prerequisite for this kind
of judgment is a deep appreciation of and understanding
for exactly how the inertia of the installed base operates.

In the discussions around IPng, the Internet community
exhibited a rich understanding of the inertia of the installed
base. It was clearly stated that the installed base was not
only technical but included ª systems, software, training,
etc.º (Crocker, 1992) and that:

The large and growing installed base of IP systems com-

prises people, as well as software and machines. The pro-

posal should describe changes in understanding and proce-

dures that are used by the people involved in internetworking.

This should include new and/or changes in concepts, termi-

nology, and organization. (RFC, 1992, p. 19)

Furthermore, the need to order the required changes in a
sequence was repeatedly stated. To be realistic, only small
changes can be employed quickly. More substantial ones
need to be instituted through a gradual transition.

The [currently unknown] long-term solution will require

replacement and/or extension of the Internet layer. This will

be a signi® cant trauma for vendors, operators, and for users.

Therefore, it is particularlyimportant that we eitherminimize

the trauma involved in deploying the short- and mid-term
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solutions, or we need to assure that the short- and mid-term

solutions will provide a smooth transition path for the long-

term solutions. (RFC,1992, p. 11)

So much for the problem in general. How does this un-
fold in speci® c instances? Is it always clear-cut what a
ª smallº as opposed to ª largeº change is, or what a ª short-
termº rather than ª mid-º or ª long-termº solution is? The
controversy over CIDR and C# illustrates the problem.

CIDR Versus C#

Instead of rigid network sizes (such as class A, B, and
C), the ROAD working group proposed employing CIDR
(ª Classless Inter-Domain Routingº ). CIDR supports
variable-sized networks (Eidnes, 1994). It was argued to
solve many of the problems and that the disruptions to the
installed base were known:

CIDR solves the routing table explosion problem (for the

current IP addressing scheme), makes the Class B exhaustion

problem less important, and buys time for the crucial address

exhaustion problem.... CIDR will require policy changes,

protocol speci® cation changes, implementation, and deploy-

ment of new router software, but it does not call for changes

to host software. (RFC, 1992, p. 12)

At this stage, the CIDR solution to the most pressing prob-
lems was not well known, as Fuller’s (1992) question to the
big-internet mailing list illustrates: ª But what is `CIDR’ ?º
Nor was it unanimous (Chiappa, 1992).

Furthermore, alternatives to CIDR existed that had sev-
eral proponents. One was C#, which supported a different
kind of variable-sized networks. The thrust of the argu-
ment for C#, perfectly in line with the ® delity of the in-
stalled base, was that it required fewer changes:

I feel strongly that we should be doing C# right now.

It’ s not new, and it’ s not great, but its very easyÐ there’s

nothing involved that takes any research, any developments,

or any agreements not made alreadyÐjust say ª goº and the

developers can start getting this into the production systems,

and out into the ® eld. I don’ t think that CIDR can be done

quite that quickly. (Elz, 1992)

The discussions surrounding the different short-term so-
lutions for the IP-related problems show broad consen-
sus for paying respect to the installed base. The CIDR
versus C# debate amounts to a judgment about exactly
how much change to the installed base is feasible within a
certain time frame. This judgment varied, producing dis-
agreement and personal frustration. At the same time, the
closing down of the controversy and deciding on CIDR
illustrates the widespread belief that the need to move on
overrides ª smallerº disagreements:

I do feel strongly that it is far more important that we decide

on one, and *DO IT*, than continue to debate the merits for

an extended period. Leadtimes are long, even for the simplest

® x, and needs are becoming pressing. So, I want to see us

*quickly* decide (agreement is probably too much to ask

for :-) on *one* of the three options and *get on with it*!...

I will say that I am extremely, deeply, personally, upset with

the process that encouraged the creation of the C# effort,

then stalled it for months while the Road group educated

themselves, leaving the C# workers in the dark, etc., etc.

(Chiappa, 1992)

The immediatesteps, including deployment of CIDR,were
to buy some time badly needed to address the big prob-
lem of IP address exhaustion. How to solve the problem
was a lot less clear and the consequences were expected to
be a lot bigger and cause ª signi® cant trauma for vendors,
operators, and for usersº (RFC, 1992, p. 11).

The Big Heat

At this stage in late 1992, there already had been proposed
four solutions to the problem. One solution, called CLNP
(see ® fth section), was acknowledged to have a certain
amount of support but wasnot accepted (RFC,1992, p. 13).
Unable to vouch for any one speci® c solution, the IESG
only outlined a process of exploration that, they hoped,
would lead to a solution. Central to this decision was a
judgment about exactly how urgent itwas to ® nd a solution.
As will become clear later in this article, this was a highly
controversial issue. The IESG position was that there still
was some time:

The IESG felt that if a decision had to be made *imme-

diately*, then ª Simple CLNPº might be their choice. How-

ever, they would feel much more comfortable if more de-

tailed information was part of the decision. The IESG felt

there needed to be an open and thorough evaluation of any

proposed new routing and addressing architecture. The In-

ternet community must have a thorough understanding of the

impact of changing from the current IP architecture to a new

one. The community needs to be con® dent that we all un-

derstand which approach has the most bene® ts for long-term

internet growth and evolution, and the least impact on the

current Internet. (RFC, 1992, p. 14)

In parallel with the work of the ROAD group, and appar-
ently poorly aligned with it, the IAB proposed its own plan
for the next generation IP (IAB, 1992a). It was dubbed
version 7, writtenIPv7. Thisplan of July 1992 opposed the
recommendations of the ROAD group and IESG regarding
the long-term problem of exhausting IPv4 address space.
It produced an unprecedented heated debate during the
summer of 1992. The debate focused both on the contents
of IAB’s solution and on the decision process producing
the plan.

The crucial element of the IAB plan for IPv7 was the
endorsement of one of the four available solutions, namely,
CLNP. The thrust of the argument was appealing to the
ideals of the Internet design: CLNP existed and people had
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some experience with it, so why not build upon it? Again,
the controversy was not about abstract principlesÐ they
are unanimously acceptedÐ but about how to apply the
principles to a dif® cult situation. Hence, the IAB (1992a,
p. 14) argued that:

Delaying by a few more months in order to gather more

information would be very unlikely to help us make a deci-

sion, and would encourage people to spend their time crafting

arguments for why CLNP is or is not a better solution than

some alternative, rather than working on the detailed speci-

® cation of how CLNP can be used as the basis for IPv7.

The IAB plan for IPv7 thus made a different judgment
about the available time for the Internet community to
search for alternatives than the IESG IPng plan (RFC,
1992).

The decisive measures taken by the IAB, settling for
a solution rather than continuing to quarrel, were praised
by a number of people (Braun, 1992; Rekhter & Knopper,
1992), particularly those close to the commercial interests
of the Internet. This support for swift action rather than
smooth talk was mixed with a discontent about letting the
fate of the Internet be left to designers with little or no
interest or insight into ª reality.º A particularly crisp for-
mulation of this position was submitted to the big-internet
mailing list shortly after the IAB’s decision (Rekhter &
Knopper, 1992):

We would like to express our strong support for the de-

cision made by the IAB with respect to adopting CLNP as

the basis for V7 of the Internet Protocol. It is high time to

acknowledge that the Internet involves signi® cant investment

from the computer industry (both within the US and abroad),

and provides production servicesto anextremelylargeand di-

verse population of users. Such an environment dictates that

decisions about critical aspects of the Internet should lean

toward conservatism, and should clearly steer away from

proposals whose success is predicated on some future re-

search.While other than CLNP proposals may on the surface

sound tempting, the Internet community should not close

its eyes to plain realityÐ namely that at the present moment

these proposals are nothing more than just proposals; with

no implementations, no experience, and in few cases strong

dependencies on future research and funding. Resting the

Internet future on such a foundation creates an unjusti® able

risk for the whole Internet community. The decision made

by the IAB clearly demonstrated that the IAB was able to go

beyond parochial arguments (TCP/IP vs CLNP), and make

its judgments based on practical and pragmatic considera-

tions. Yakov Rekhter (IBM Corporation) and Mark Knopper

(Merit Network)

One of the founding fathers of the Internet, Vint Cerf
(1992), agreed initially with the IAB that in this case one
should organize the efforts rather than fragment them:

The CLNP speci® cation is proposed as the starting point

for the IPv7 both to lend concreteness to the ensuing discus-

sion (I hope this does NOT result in concrete brickbats being

hurled through MIME mail....!!) and to take advantage of

whatever has already been learned by use of this particular

packet format.

But the majority of the Internet was appalled. In the heated
debate on the big-internet mailing list, a number of peo-
ple spoke about ª shocked disbelief,º ª a disastrous idea,º
ª shocked,º ª dismayed,º ª strongly disagree,º and ª irrespon-
sible.º The general feeling was clear. The frustration with
the decision was obviously very much in¯ uenced by the
oblique way the IAB had reached its decision, thus broach-
ing deep-seated concerns about participatory, quasi-demo-
cratic decision-making processes in the Internet. Bracket-
ing the frustration about the decision process itself, the
controversies circled around different views and interpre-
tations of praised design principles.5 In other words, even
though there can be said to be near full consensus among
the Internet community regarding concerns about conti-
nuity, installed base, transition and so forth (cf. earlier
discussion), the application to speci® c contexts is regu-
larly contested. The debate over IAB’s IPv7 illustrates
this in a striking way.

Abstract Design Principles Meet the Real World

The main reason, IAB argued, that it favored CLNP was
that it was necessary for the Internet to ® nd a solution
very soon (IAB, 1992a, p. 14). CLNP is a protocol that
ª is already speci® ed, and several implementations existº
so it ª will avoid design of a new protocol from scratch,
a process that would consume valuable time and delay
testing and deploymentº (IAB, 1992, p. 10).

The concern for practical experience is deep, and the
CLNP solution of the IAB appealed to this. Furthermore,
it paved the road for interoperability, another key principle
in the Internet. Interoperability is recognized to be the end
result of a process of stabilization:

I think that relying on highly independent and distributed

development and support groups (i.e., a competitive product

environment) means that we need a production, multi-vendor

environment operating for awhile, before interoperabilitycan

be highly stable. It simply takes time for the engineering,

operations and support infrastructure to develop a common

understanding of a technology. (Crocker, 1992)

While acknowledging this design principle, the IAB
(1992b) in its Kobe declaration of June 1992 explained
its IPv7 decision and argued that for IP an exception had
to be made:

We believe that the normal IETF process of ª let a thou-

sand (proposals) bloom,º in which the ª right choiceº emerges

gradually and naturally from a dialectic of deployment and

experimentation, would in this case expose the community

to too great a risk that the Internet will drown in its own

explosive success before the process had run its course.
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The principal difference was the pragmatic judgment of
the amount of time and resources available to work out a
revised IP protocol. The IESG’s judgment is a head-on
disagreement with the IAB’s judgment. In addition, more
indirect strategies for challenging the IAB were employed.
One important line of argument aimed at questioning the
experience with CLNP: Did it really represent a suf® ci-
ently rich source of experience?

There does exist some pieces of an CLNP infrastructure,

but not only is it much smaller than the IP infrastructure

(by several orders of magnitude), but important pieces of

that infrastructure are not deployed. For example the CLNP

routing protocols IS-IS and IDRP are not widely deployed.

ISIS (Intra-Domain routing protocol) is starting to become

available from vendors, but IDRP (the ISO inter-domain

routing protocol) is just coming out of ANSI. As far as I

know there aren’ t any implementations yet. (Tsuchiya,

1992)

And more speci® cally, there was the question of whether
the amount and types of experience were enough to ensure
interoperability:

While there certainlyare some implementations and some

people using [CLNP], I have no feel for the scale of the usage

orÐ more importantlyÐ the amount of multi-vendor interop-

erability that is part of production-level usage. Since we

have recently been hearing repeated reference to the reliance

upon and the bene® ts of CLNP’ s installed base, I’d like to

hear much more concrete information about the nature of the

system-level shakeout that it has already received. Discus-

sion about deployment history, network con® guration and

operation experience, and assorted user-level items would

also seem appropriate to ¯ esh out the assertion that CLNP

has a stable installed base upon which the Internet can rely.

(Crocker, 1992)

Interoperability resulting from experience in stable envi-
ronments presupposes a variety of vendors. CLNP was
associated with one speci® c vendor, DEC, as succinctly
coined by Crowcroft (1992): ª IPv7 = DECNET Phase
5?º (DECNET is DEC’s proprietary communication pro-
tocols.) Hence, the substance of the experience with
CLNP experience was undermined, as Crocker (1992)
illustrates:

So, when we start looking at making changes to the In-

ternet, I hope we constantly ask about the real experience

that is already widely available and the real effort it will

take to make each and every piece of every change we re-

quire.... References to the stability of CLNP leave me some-

what confused.

Gaining experience by keeping certain parts stable is a de-
sign principle (cf. earlier discussion). But some started
challenging the very notion of stability. They started ques-
tioning exactly what it took for some part to be consid-
ered ª stable.º An important and relevant instance of this

dispute was IPv4. Seemingly, IPv4 has been stable for
a number of years, as the protocol was passed as an In-
ternet Standard in 1981 without subsequent changes.
But even if the isolated protocol itself has been un-
changed for 15 years, have there not been a number of
changes in associated and tightly coupled elements? Is
it, then, reasonable to maintain that IPv4 has been
stable?

How long do we think IP has been stable? It turns out that

one can give honestly different answers. The base spec hasn’ t

changed in a very long time. On the other hand, people got

different implementations of some of the options and it was

not until relatively recently that things stabilized. (TCP Ur-

gent Pointer handling was another prize. I think we got sta-

ble, interoperable implementations universally somewhere

around 1988 or 89.) (Crocker, 1992)

I still don’ t see how you can say things have been stable

that long. There are still algorithms and systems that don’ t do

variable length subnets. When were variable length subnets

® nally decided on? Are they in the previous router require-

ments?... So things are STILL unstable. (Tsuchiya, 1992)

This is an important argument. It will be addressed later.
In effect, it states that the IP cannot be considered an
isolated artifact. It is but one element of a tightly in-
tertwined collection of artifacts. It is this collection of
artifactsÐ this infrastructureÐ that is to be changed. A
shift of focus from the artifact to infrastructure has
far-reaching repercussions on what design is all
about.

A highly contested issue was exactly which problems
CLNP allegedly solved and whether these were in fact the
right ones. A well-known ® gure in the Internet (and OSI)
community, Marshall Rose, was among the ones voic-
ing concern that it ª is less clear that IPv7 will be able
to achieve route-aggregation without signi® cant adminis-
trative overhead and/or total deploymentº (Rose, 1992a).
After the storm of protests against IAB, combining objec-
tions against CLNP with IAB’s decision process, one of
the Internet’ s grand old men, Vint Cerf, reversed the IAB
decision at the IETF in July 1992:

Vint Cerf Monday morning basically retracted the IAB

position. They are now supporting the IESG position, and he

said that the IAB has learned not to try and enforce stuff from

above.... Apparently Vint did a strip tease until he took off

his shirt to reveal an ª IP over everythingº T-shirt underneath.

(Medin, 1992)

The overall result of the hot summer of 1992 was that
a plan to explore and evaluate proposals was worked out
(RFC, 1992). By this time it was clear that ª forcing pre-
mature closure of a healthy debate, in the name of `get-
ting things done’ , is *exactly* the mistake the IAB madeº
(Chiappa, 1992).
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JULY 1992 TO JULY 1994

Let the Thousand Blossoms Bloom;
or, Negotiating the Available Time

The situation by July 1992 was this. The IESG recom-
mendation (RFC, 1992) of June 1992 calling for proposals
drowned in the subsequent controversy over IAB’s IPv7
plan. As the dramatic July 1992 IETF meeting led by Vint
Cerf decided to reject the IAB plan, the IESG plan (RFC,
1992) was accepted and so a call for proposals for IPng
was made at the meeting itself.

The problem now was to organize the effort. Central
to this was, again, the issue of time: How urgent were
the changes, how many different approaches should be
pursued, and at which stage should one move toward a
closing?

The plan by IESG formulated in June 1992 and revised a
month later at the IETF meeting was shaped according to a
de® nite sense of urgency. But it was far from panic. IESG
declined to accept the problem as one merely of timing. So
even though ªAt ® rst the question seemed to be one of tim-
ingº (RFC, 1992, p. 14), the IESGwas calm enough tohold
that ª additional information and criteria were needed to
choose between approachesº (RFC, 1992, p. 14). Still, the
suggested timetablesand milestones clearly mirror a sense
of urgency. The plan outlines phases of exploring alterna-
tives, elaborating requirements for IPng and a pluralistic
decision processÐ all to be completed within 5 months,
by December 1992 (RFC, 1992, p. 15). As it turned out,
this timetable was to underestimate the effort by a factor
of more than four. It eventually took more than 2 years to
reach the milestone the IESG originally had scheduled for
late 1992.

The IESG feared fragmenting the effort too much by
spending an excessive amount of time exploring many dif-
ferent proposals. This argument, as illustrated earlier, led
Vint Cerf to initially go along with the IAB IPv7 plan that
focused on CLNP. At this stage in July 1992, four propos-
als existed (called CNAT, IP Encaps, Nimrod, and Simple
CLNP; see RFC, 1995, p. 11). This was, according to the
IESG, more than suf® cient, as ª in fact, our biggest prob-
lem is having too many possible solutions rather than too
fewº (RFC, 1992, p. 2).

Following the call for proposals in July, three additional
proposals were submitted during the autumn of 1992,
namely, the P Internet Protocol (PIP), the Simple Inter-
net Protocol (SIP), and TP/IX (RFC, 1995, p. 11). So by
the time the IESG had planned to close down on a sin-
gle solution, the Internet community was facing a wider
variety of proposals than ever. Seven proposed solutions
existed by December 1992.

Preparing Selection Criteria

In parallel with, and fueled by, the submission of propos-
als, there were efforts and discussions about the criteria for

selecting proposals. As it was evident that there would be
several to chose from, there was a natural need to identify
a set of criteria that, ideally, would function as a vehicle
for making a reasonable and open decision.

The process of working out these criteria evolved in
conjunction with, rather than prior to, the elaboration of
the solutions themselves. From the early sketch in 1992,
the set of criteria did not stabilize into its ® nal form as
an RFC until the IPng decision was already made in July
1994 (RFC, 1994c). It accordingly makes better sense to
view the process of de® ning a set of selection criteria as an
expression of the gradual understanding and articulation
of the challenges of an evolving infrastructure technol-
ogy like the Internet. Neither working on the proposals
themselves nor settling for selection criteria was straight-
forward. The efforts spanned more than 2 years, involving
a signi® cant number of people. The work and discussions
took place in a variety of forms and arenas, including IETF
meetings and BOFs, several e-mail lists, working groups,
and teleconferencing. In tandem with the escalating de-
bate and discussion, the institutional organization of the
efforts was changed. This underscores an important but
neglected aspect of developing infrastructure technology,
namely, that there has to be a signi® cant ¯ exibility in the
institutional framework not only (the more well-known
challenge of) ¯ exibility in the technology. It would carry
us well beyond the scope of this article to pursue this is-
sue in any detail, but let me indicate a few aspects. The
Internet establishes and dismantles working groups dy-
namically. To establish a working group, the group only
has to have its charter mandated by the IETF. In relation to
IPng, several working groups were established (including
ALE, ROAD, SIPP, TUBA, TACIT, and NGTRANS; see
ftp://Hsdndev.harvard.edu/pub/ipng/archive/ ). As the ex-
plorative process unfolded during 1993, there was a sense
of an escalating rather than diminishing degree of
clarity:

The [IPDECIDE] BOF [about criterias at the July 1993

IETF] was held in a productive atmosphere, but did not

achieve what could be called a clear consensus among the

assembled attendees. In fact, despite its generally productive

spirit, it did more to highlight the lack of a ® rm direction than

to create it. (RFC, 1994b, p. 2)

In response to this situation, Gross, chair of the IESG,
called for the establishment of an IPng ª area,º an ad hoc
constellation of the collection of relevant working groups
with a directorate (for which he suggested the leadership
of himself). At a critical time of escalating diversity, the
IESG thus institutionalized a concerting of efforts. The
changes in the institutional framework for the design of
the Internet are elaborated in the discussion in the seventh
section of this article.

Returning to the heart of the matter, the contents of so-
lutions and the criteria, there were many variations. The
rich and varied set of criteria mirrors the fact that many



238 E. MONTEIRO

participants in the Internet community felt that they were
at a critical point in time, and that important and conse-
quential decision had to be made in response to a rapidly
changing outside world. Hence, the natural ® rst aim of for-
mulating a tight and orderly set of criteriawas not possible:

This set of criteria originally began as an ordered list,

with the goal of ranking the importance of various criteria.

Eventually, . . . each criterion was presented without weight-

ing. (RFC, 1994c, p. 2)

The goal was to provide a yardstick against which the

various proposals could be objectively measured to point up

their relative strengths and weaknesses. Needless to say,

this goal was far too ambitious to actually be achievable.

(SELECT, 1992)

To get a feeling for the kinds of considerations, types
of arguments, and levels of re¯ ection about the problem,
a small selection of issues are elaborated that relate to
this article’s core question of how to make changes to
infrastructure technology in order to scale.

Market-Orienting the Internet

One issue concerned the role of and extent to which mar-
ket forces, big organizations, and user groups should be
involved. Of course, none objected to their legitimate role.
But exactly how in¯ uential these concerns should be was
debated. Partly, this issue had to do with the fact that
historically the Internet has been dominated by individ-
uals with a primary interest in design. There has until
fairly recently not been much attention to the commer-
cial potential of the Internet among the community it-
self. This is clearly changing now (Hinden, 1996). The
economic and commercial repercussions of the Internet
were debated, as, for instance, the IPDECIDE BOF at the
July 1993 IETF con® rmed that ª IETF decisions now have
an enormous potential economic impact on suppliers of
equipment and servicesº (IPDECIDE, 1993). There was
widespread agreement that the (near) future would witness
a number of in¯ uential actors, both in terms of new mar-
kets and in terms of participants in the future development
of the Internet:

Remember, we are at the threshold of a market-driven

environment . . . . Large-scale phone companies, interna-

tional PTTs and such, for example, as they discover that there

is enough money in data networking worth their attention. A

major point here is that the combination of the IETF and the

IAB really has to deliver here, in order to survive. (Braun,

1992)

Market forces were recognized to play an important,
complementary role:

[The] potential time frame of transition, coexistence and

testing processes will be greatly in¯ uenced through the in-

terplay of market forces within the Internet, and any IPng

transition plan should recognize these motivations. (AREA,

1994a)

Still, there was broad consensus that the Internet commu-
nity should take the lead. At one of the earliest broad,
open hearings regarding selection criteria, the IPDECIDE
BOF at the July 1993 IETF, it was forcefully stated that
ª `letting the market decide’ (whatever that may mean) was
criticized on several grounds [including the fact that the]
decision was too complicated for a rational market-led
solutionº (IPDECIDE, 1993). Nevertheless, the increas-
ing tension between the traditional the Internet commu-
nity of designers and commercial interest surfaced. Sev-
eral pointed out that the Internet designers were not in
close enough contact with the ª realº world. ª The Inter-
net community should not close its eyes to plain realityº
(Rekhter & Knopper, 1992). This tension between users,
broadly conceived, and designers did not die out. It was
repeatedly voiced:

Concerns were expressedby several serviceproviders that

the developers had little appreciation of the real-world net-

working complexities that transition would force people to

cope with. (IPDECIDE, 1993)

More bluntly, I ® nd it rather peculiar to be an end user

saying: we end users desperately need [a certain feature] and

then sitting back and hearing non-end-users saying, ª No you

don’ t.º (Fleichman, 1993)

Stick or Carrot?

Still, the core problem with IPng concerned how large
changes could (or ought to) be made, where, how, and
when tomake themÐ inother words, the transitionstrategy
broadly conceived.

On the one hand, there were good reasons for making
substantial changes to IPv4. A number of new services
and patterns of use were expected, including real-time,
multimedia, asynchronous transfer mode, routing policy,
and mobile computing. On the other hand, there was the
pressure for playing it reasonable safe by focusing only
on what was absolutely required, namely, solving the ad-
dressing space and routing problems. This was recognized
as a dilemma:

There was no consensus about how to resolve this dilem-

ma, since both smooth transition and [new services like for

instance] multimedia support are musts. (IPDECIDE, 1993)

It was pointed out earlier that balancing the pressure for
changes against the need to protect the installed base is
an intrinsic dilemma of infrastructure technology. In the
case of IPng, this was ampli® ed by the fact that the core
requirements for IPng, namely, solving the routing and
address space problems, were invisible tomost users. They
were taken for granted. Hence, there were few incentives
for users to change. Why would anyone bother to change
to something with little perceived added value? In the ® nal
version of the selection criteria, addressing this dilemma
is used to guide all other requirements:
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We have had two guiding principles. First, IPng must offer

an internetwork service akin to that of IPv4, but improved

to handle the well-known and widely understood problems

of scaling the Internet architecture to more end-points and

an ever increasing range of bandwidths. Second, it must be

desirable for users and network managers to upgrade their

equipment to support IPng. At a minimum, this second point

implies that there must be a straightforward way to transition

systems from IPv4 to IPng. But it also strongly suggests that

IPng should offer features that IPv4 does not; new features

provide a motivation to deploy IPng more quickly. (RFC,

1994c, pp. 3±4)

It was argued that the incentives should be easily recog-
nizable for important user groups. Hence, it was pointed
out that network operators were so vital that they should
be offered tempting features such as controlling ª load-
shedding and balancing, switching to backup routersº
(NGREQS, 1994). Similarly, the deep-seated aversion for
application platform interfaces, that is, tailor-made inter-
faces for speci® c platforms, was questioned. Despite the
fact that ª the IETF does not `do’ [application platform
interfaces]º (RFC, 1995, p. 39), the IESG ® nally recom-
mended that an exception should be made in the case of
IPng. This was because it met the pressing need for tangi-
ble incentives for a transition to IPng (RFC, 1995, p. 5).

The Internet Is an Infrastructure, Not an Artifact

A large number of requirements were suggested and
debated. They included topological ¯ exibility, mobile
communication, security, architectural simplicity, unique
identi® ers, risk assessment, network management,
variable-length addresses, and performance (RFC,1994c).
Besides addressing perceived and anticipated require-
ments, the requirements might have repercussions on the
whole infrastructure, not only IPng.

It was repeatedly pointed out that IPng was not only
about revising one self-contained element of the Internet.
It was about changing a core element of an infrastructure
with tight and oblique coupling to a host of other elements
in the infrastructure:

Matt Mathis pointed out that different proposals may dif-

fer in how the pain of deployment is allocated among the

levels of the networking food chain (backbones, midlevels,

campus nets, end users). (SELECT, 1992)

I would strongly urge the customer/user community to

think about costs, training efforts, and operational impacts of

the various proposals and PLEASE contribute those thoughts

to the technical process. (Crocker, 1992)

This well-developed sense of trying to grasp how one com-
ponent, here IPng, relates to the surrounding components
of the information infrastructure is a principal reason for
the Internet’s success until now.

New features are included to tempt key users to change.
But the drive toward conservatism is linked to one of the

most important design principles of the Internet, namely,
to protect the installed base. It is of overriding importance:

The transition and interoperation aspects of any IPng is

*the* key ® rst element, without which any other signi® cant

advantage won’ t be able to be integrated into the user’s net-

work environment. (e-mail from B. Fink to SIPP mailing list,

cited by Hinden, 1996)

This appeal for conservatism is repeated ad nauseam. The
very ® rst sentence of RFC (1996), describing the transition
mechanisms of IPv6, reads: ª The key to a successful IPv6
transition is compatibility with the large installed base of
IPv4 hosts and routersº (p. 1). The pressure for holding
back and declining features that might disturb the installed
base is tremendous.

“Applying” the Principles

A rich and varied set of proposed requirements wasworked
out. Still, it is not reasonable to hold that the decision was
made by simply ª applyingº the abstract selection criteria
to the different proposals for IPng. Despite the fact that
the resulting requirements (RFC, 1994c) with 17 criteria
were ª presented without weightingº (RFC, 1994, p. 3), a
few themes were of overriding importance (IPDECIDE,
1993). At this stage, draft requirements had been sug-
gested for more than a year and seven candidates existed,
but the requirements were ª too general to support a de-
fensible choice on the grounds of technical adequacyº and
ª had so far not gelled enough to eliminate any candidateº
(RFC, 1994c). The concern for sharper criteria prevailed.
It was repeated as late as in March 1994, only 2 months
before the decision was made:

One important improvement that seemed to have great

support fromthe community was that the requirements should

be strengthened and made ® rmerÐfewer ª should allowsº and

the like and more ª musts.º (AREA, 1994b)

The core concern focused on making transition from IPv4
to IPv6 as smooth, simple, and uncostly as possible. A
few carrots were considered crucial as incentives for a
transition, primarily security:

What is the trade-off between time (getting the protocol

done quickly) versus getting autocon® guration and security

into the protocol? Autocon® guration and security are impor-

tant carrots to get people to use IPng. The trade-off between

making IPng better than IP (so people will use it) versus

keeping IPv4 to be as good as it can be. (NGDIR, 1994)

Other requirements were to a large extent subordinate or
related to these. For instance, autocon® guration, that is,
ª plug and playº functionality, may be viewed as an incen-
tive for transition.

The collection of proposed IPng solutions had evolved,
joined forces, or died. As explained earlier, there was tight
interplay between the development of the solutions and
the criteria. The real closing down on one solution took
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place during May±July 1994. In this period, there were
extensive e-mail discussions, but more importantly, the
IPng Directorate organized a 2-day retreat on 19±20 May
1994 at BigTen with the aim of evaluating and reworking
the proposals (Knopper, 1994). Through this and the sub-
sequent IETF in July 1994, an IPng solution was decided
upon.

Showdown

By the spring of 1994, three candidates for IPng existed,
namely, CATNIP(evolving from TP/IX),SIPP (an alliance
between IPAE, SIP, and PIP), and TUBA (evolving from
Simple CLNP). A fourth proposal, Nimrod, was more or
less immediately rejected for being too un® nished and too
much of a research project.

CATNIP was ª to provide common ground between the
Internet, OSI, and the Novell protocolsº (RFC, 1995,
p. 12). The basic idea of CATNIP for ensuring this was
to have the Internet, OSI, and Novell transport layer pro-
tocols (e.g., TCP, TP4 and SPX) run on to of any of the
network layer protocols (IPv4, CLNP, IPX- or CATNIP).
The addressing scheme was borrowed from OSI.

A primary objection against CATNIP that surfaced dur-
ing the BigTen retreat was that it was not completely spec-
i® ed (Knopper, 1994; RFC, 1995, pp. 14±15). Beyond
the obvious problems with evaluating an incomplete pro-
posal, this illustrates a more general point made earlier
and illustrated by Alvestrand (1996), area director within
IETF: ª The way to get something done in the Internet is to
work and write down the proposal.º Despite appreciation
for the ª innovativeº solution, there was skepticism toward
the ª complexity of trying to be the union of a number of
existing network protocolsº (RFC, 1995, p. 15).

The TUBA solution was explicitly conservative. Its
principal aim was to ª minimize the risk associated with
the migration to a new IP address spaceº (RFC, 1995,
p. 13). This would mean ª only replacing IP with CLNPº
(RFC, 1995, p. 13) and letting ª existing Internet transport
and application protocols continue to operate unchanged,
except for the replacement of 32-bit IP[v4] addresses with
larger addressesº (RFC, 1995, p. 13). CLNP is, as out-
lined earlier, OSI’s already existing network layer proto-
col. Hence, the core idea is simply to encapsulate, that is,
wrap up, TCP in CLNP packets. The evaluation of TUBA
acknowledged the bene® ts of a solution making use of the
ª signi® cant deployment of CLNP-routers throughout the
Internetº (RFC, 1995, p. 16), that is, a solution paying
respect to an installed base. Similar to the arguments out-
lined in the fourth sectionof this article regarding the IAB’s
IPv7 plan to build IPng on CLNP, ª There was consider-
ably less agreement that there was signi® cant deployment
of CLNP-capable hosts or actual networks running CLNPº
(RFC, 1995, p. 16). The worriesÐ ª including prejudice in

a few casesº (RFC, 1995, p. 16)Ð about the prospects of
losing control of the Internet by aligning IPng with an OSI
protocol were deep-seated.

SIPP was to be ª an evolutionary step from IPv4 ... not
... a radical stepº (RFC, 1995, p. 12). SIPP doubles the
address size of IP from 32 to 64 bits to support more levels
of addressing hierarchy and a much greater number of
addressable nodes. SIPP does not, in the same way as
CATNIP or TUBA, relate to non-Internet protocols.

The reviews of SIPP were favorable. SIPP was praised
for its ª aesthetically beautiful protocol well tailored to
compactly satisfy today’ s known network requirementº
(RFC, 1995, p. 15). It was furthermore pointed out that
the SIPP working group had been the most dynamic one
in the previous year, producing close to a complete speci-
® cation. Still, it was de® nitely not a satisfactory solution.
In particular, the transition plans (based on the encapsula-
tion suggestion originally in IPAE)were viewed as ª fatally
¯ awedº (Knopper, 1994). A number of reviewers also felt
that the routing problems were not really addressed, partly
because there was no way to deal with topological infor-
mation and aggregation of information about areas of the
network.

In sum, there were signi® cant problems with all three
proposals. Because CATNIP was so incomplete, the real
choice was between TUBA and SIPP. Following the Big-
Ten evaluation retreat, Deering and Francis (1994), co-
chairs of the SIPP working group, summarized the BigTen
retreat to the SIPP e-mail list and proposed to build upon
suggestions that came out of it. Particularly important,
they suggested to ª change address size from 8 bytes [= 64
bits, the original SIPP proposal] to 16 bytes [= 128 bits]
(® xed-length)º (Deering& Francis, 1994). This increase in
address length would buy ¯ exibility to ® nd better solutions
for autocon® guration, more akin to the TUBA solution.
These suggestions were accepted by the SIPP working
group, which submitted the revised SIPP (version 128 bits)
to the IPng Directorate together with a new but incomplete
transition plan inspired by TUBA. This was accepted in
July 1994 as the solution for IPng, ® nally ready to be put
on the ordinary standards track of the Internet.

JULY 1994 TO TODAY

Finished at Last—Or Are We?

By the summer of 1994, a recommended candidate for
IPng was found. It was called IPv6. It was put on the
standard track (cf. earlier description) and was made a
Proposed Standard in November 1994. One could accord-
ingly be tempted to think that it was all over, that one had
found a way that secured the future of the Internet. This,
however, is not quite the case, not even today. There is a
fairly well-founded doubt about ª whether IPv6 is in fact
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the right solution to the right problemº (Eidnes, 1996).
There are two reasons for this, both to be elaborated later:

· There wasÐ and still isÐ a considerable degree
of uncertainty about how to conduct full-scale
testing.

· Even if the IPng protocol itself was completed, a
number of tightly related issues were still unre-
solved, most importantly, a transition strategy.

Full-Scale Testing

A core element of the Internet design principles, which
could be said to be the realization of the Internet pragma-
tism, is the emphasis on practical experience and testing
of any solutions (RFC, 1994a). Although this principle
is universally accepted within the Internet community, the
point is that as the installed base of the Internet expands,
so do the dif® culties of actually accomplishing large-scale,
realistic testing. So again, how should the principle of re-
alistic testing be implemented for IPng? This worry was
voiced fairly early on:

It is unclear how to prove that any proposal truly scales

to a billion nodes.... Concern was expressed about the fea-

sibility of conducting reasonably-sized trials of more than

one selectedprotocol and of the confusing signals this would

send the market. (IPDECIDE, 1993)

The problem of insuf® cient testing is important because
it undermines the possibility of establishing interoperabil-
ity (IPDECIDE, 1993): ª It is also dif® cult to estimate the
time taken to implement, test and then deploy any chosen
solution: it was not clear who was best placed to do this.º

Current deployment of IPv6 is very slow. Implemen-
tations of IPv6 segments, even on an experimental ba-
sis, hardly exist (Eidnes, 1996). Even though the phases
that a standard undergoes before becoming a full Internet
Standard may take as little as 10 months, a more real-
istic projection for IPv6 is 5 years (Alvestrand, 1996).
The upgrading of IPv6 to a Draft Standard requires test-
ing well beyond what has so far been conducted. As the
Internet expands, full-scale testing becomes more cumber-
some. Some within the IETF see an increasingly impor-
tant role for noncommercial actors, for instance, research
networks, to function as early test beds for future the
Internet Standards (Alvestrand, 1996). The U.S. Naval
Research Laboratory had implemented an experimental
IPv6 segment by 1 June 1996 as part of their Internet work-
ing research. The Norwegian research network, which
traditionally has been fairly up front, expects to start de-
ployment of IPv6 during 1997.

Unresolved Issues

At the time when the IPng protocol was accepted on
the standards track, several crucial issues were still not

completed. At the November 1994 IETF immediately
following the IPng decision, it was estimated that
10±20 speci® cations were required (AREA, 1994b). Most
importantly, a transition strategy was not in place. This
illustrates the point made earlier, namely, that the actual
design decisions are not derived in any straightforward
sense from abstract principles. Besides a transition strat-
egy, the security mechanisms related to key management
had not beenÐ and, indeed, still are notÐ completed.

A core requirement for IPng was to have a clear transi-
tion strategy (RFC, 1995). The SIPP (version 128 bits) was
accepted as IPng without formally having produced a clear
transition strategy because the concerns for facilitating a
smooth transitionwere interwoven with the whole process,
as outlined earlier. There was a feeling that it would be fea-
sible to work out the details of the transition mechanisms
based on the IPng protocol. It was accordingly decided
by the IPng Directorate just prior to the BigTen retreat to
separate transition from the protocol.

In response to the lack of a complete transition strat-
egy, informal BOFs (NGTRANS and TACIT) were held
at the November 1994 IETF. TACIT was a working group
formed during the spring of 1994; NGTRANS was es-
tablished as a working group shortly after the November
1994 IETF. Both TACIT and NGTRANS were to address
the issue of a transition strategy, but with slightly dif-
ferent focus. NGTRANS was to develop and specify the
actual, short-term transition mechanisms, leaving TACIT
to deal with deployment plans and operational policies
(NGTRANS, 1994). The available time for a transition
was to be ª complete before IPv4 routing and addressing
break downº (Hinden, 1996, p. 62). As a result of the
deployment of CIDR (cf. earlier discussion), it was now
estimated that ª IPv4 addresses would be depleted around
2008, give or take three yearsº (AREA, 1994b).

From drafts sketched prior to the establishment of
NGTRANSand TACIT, the work with the transition strat-
egy was completed to the stage of an RFC only by April
1996 (RFC, 1996).

The transition mechanisms evolved gradually. It was
recognized early on that a cornerstone of the transition
strategy was a ª dual-stackº node, that is, host or router. A
dual-stack node implements both IPv4 and IPv6 and thus
functions as a gateway between IPv4 and IPv6 segments.
Dual-stack nodes have the capability to send and receive
both IPv4 and IPv6 packets. They enforce no special or-
dering on the sequence of nodes to be upgraded to IPv6,
as dual-stack nodes ª can directly interoperate with IPv4
nodes using IPv4 packets, and also directly interoperate
with IPv6 nodes using IPv6 packetsº (RFC, 1996, p. 4).

Progress was also made on closely related elements of
an IPv6 infrastructure. The bulk of the IPv4 routing algo-
rithms were reported to be working also for IPv6 routers, a
piece of pleasant news in November 1994 (AREA,
1994a, p. 4).
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The additional key transition mechanism, besides dual-
stack nodes, was IPv6 over IPv4 ª tunneling.º This is the
encapsulation, or wrapping up, of an IPv6 packet within
an IPv4 header in order to carry them across IPv4 seg-
ments of the infrastructure. A key element to facilitate this
is to assign IPv6 addresses that are compatible to IPv4
addresses in a special way. (The IPv4-compatible IPv6
address has its ® rst 96 bits set to zero and the remaining
32 bits equaling the IPv4 address.)

DISCUSSION

Rule-Following Versus Re�ective Practitioners

A striking aspects of the IPng effort is the difference be-
tween abstract design principles and the application of
these to situated contexts. A considerable body of liter-
ature, on both a theoretical and an empirical basis, has
pointed out how human action always involves a signi® -
cant element of situated interpretations extending well be-
yond prede® ned rules, procedures, methods, or principles
(Suchman, 1987). That designers deviate from codi® ed
methods and textbooks is likewise not news (Curtis et al.,
1988; Vincenti, 1990). Still, times when the manner of
deviation from, application to, or expectation from design
principles is made the subject of a fairly open and plu-
ralistic discussion are rare. It is not merely the case that
the actual design of the Internet does not adhere strictly
to any design principles. This should not surprise anyone.
More surprising is the extent to which the situated interpre-
tations of the design principles are openly and explicitly
discussed among a signi® cant portion of the community
of designers.

When outlining different approaches to systems de-
sign or interdisciplinarity, the engineering or technically
inclined approach is commonly portrayed as quite narrow-
minded (Lyytinen, 1987). The Internet community is
massively dominated by designers with backgrounds, ex-
periences, and identities stemming from the technically
inclined systems design. The design process of IPng, how-
ever, illustrates an impressively high degree of re¯ ection
among the designers. It is not at all narrow-minded. As
outlined earlier, there are numerous examples of this, in-
cluding crucial ones such as how the installed base con-
strains and facilitates further changes, the new role of
market forces, and the balance between exploring alter-
natives and closing down.

Aligning Actor-Networks

The majority of members of the Internet community have
a well-developed sense of what they are designing. They
are not designing artifacts but tightly related collections
of artifacts, that is, an infrastructure. When changes are

called for (and they often are), they do not change isolated
elements of the infrastructure. They facilitate a transition
of the infrastructure from one state to another.

Key to understanding the notion of transition and coex-

istence is the idea that any scheme has associated with it a

cost-distribution. That is, some parts of the system are go-

ing to be affected more than other parts. Sometimes there

will be a lot of changes; sometimes a few. Sometimes the

changes will be spread out; sometimes they will be concen-

trated. In order to compare transition schemes, you *must*

compare their respective cost-distribution and then balance

that against their bene® ts. (Rose, 1992b)

In thevocabulary of actor-network theory (Callon, 1991;
Latour, 1991), this insight corresponds to recognizing that
the huge actor-network of the InternetÐ the immense in-
stalled base of routers, users’ experience and practice,
backbones, hosts, software, and speci® cationsÐ is well
aligned and to a large extent irreversible. To change it, one
must change it into another equally well-aligned actor-
network. To do this, only one component (or very few
components) of the actor-network can be changed at a
time. This component then has to be aligned with the rest
of the actor-network before anything else can be changed.
This gives rise to an alternationover time between stability
and change for the various components of the information
infrastructure (Hanseth et al., 1996).

The crucial but neglected insight of infrastructure de-
sign is well developed in the Internet community, and the
IPng case contains several illustrationsof it: the difference
between short-term and long-term solutions, the debate
over CIDR versus C#, and concerns regarding transition
mechanisms. The failure to really appreciate this is prob-
ably the key reason why the otherwise similar and heavily
sponsored OSI efforts have yet to produce anything close
to an information infrastructure of the Internet’s character
(Rose, 1992c). Hanseth et al. (1996) compared the OSI
and the Internet efforts more closely.

An actor-network may become almost impossible to
change by having the components accumulating too much
irreversibility and becoming too well aligned with each
other (Hughes, 1983). The components of the actor-
network become locked into one another in a deadly dance
where none succeeds in breaking out. This is not rare with
infrastructure technologies. Grindley (1995) described the
collapse of closed operating systems along these lines,
without employing the language of actor-network theory.
The operating systems were too conservative. They were
locked into each other by insisting that new versions be
backward-compatible with earlier ones and by tailoring a
large family of applications to run on only one operating
system. The danger that something similar could happen
to the Internet is increasing as the infrastructure expands
because the ª longer it takes to reach a decision, the more
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costly the process of transition and the more dif® cult it is
to undertakeº (IPDECIDE, 1993).

Obviously, there are no generic answers to how much
one should open an infrastructure technology to further
changes or when to close down on a solution that addresses
at least fairly well understood problemsÐ or when simply
to keep the old solution without changes for the time being.
The Internet has pursued and developed what seems a rea-
sonably sound, pragmatic sense of this problem: ª Making
a reasonable, well-founded decision earlier was preferred
over taking longer to decide and allowing major deploy-
ment of competing proposalsº (IPDECIDE, 1993).

Striking a balance between stability and change has to
date been fairly successful. Whether this level of openness
and willingness to be innovative will suf® ce to meet future
challenges remains to be seen. It is anything but obvious.

But What About the Future?

The institutionalized framework of the Internet is under
a tremendousÐ and a completely new kind ofÐ pressure.
This is partly due to the fact that the majority of users
come from sectors other than the traditional ones. The
crucial challenge is to preserve the relatively pluralistic
decision process that involves a signi® cant fraction of the
community when confronted with situations calling for
pragmatic judgment.

So there it is: politics, compromise, struggle, technical

problems to solve, personality clashes to overcome, no guar-

antee that we’ ll get the best result, no guarantee that we’ ll get

any result. The worst decision-making system in the world

except for all the others. (Smart, 1992)

But only a minority of today’s Internet community has ac-
quired the required sense of pragmatism about the Internet.
There are signs that indicate a growing gulf between the
traditional design culture and the more commercially mo-
tivated ones (Rekhter & Knopper, 1992).

The core institutions of the Internet are the IETF, the
IESG,and the IAB(described earlier). Despite the fact that
the IAB members are appointed from the IETF, the IAB
wasÐ especially during the heated debate over the Kobe
declarationÐ poorly aligned with the IESG and the IETF.
How, then, can the interests of the IAB seemingly differ
so much from those of the IESG and the IETF? I point out
a couple of issues I believe are relevant to working out an
explanation.

Even if the IAB today is recruited from basically the
same population as the IESG and the IETF, this has not
always been the case (Kahn, 1994). The bulk of the cur-
rent members of the IAB come from the computer and
telecommunicationindustry (eight), twofrom universities,
one from a research institute, and one from manufacturing
industry. Seven are based in the United States and one

each in Australia, Britain, Canada, the Netherlands, and
Switzerland (Carpenter, 1996). The IAB struggled un-
til fairly recently, however, with a reputation of being too
closed (IAB, 1990). The minutes of the IAB were not pub-
lished until 1990. In addition, the IAB was for some time
ª regarded as a closed body dominated by representatives of
the United States Governmentº rather than the traditional
designers of the IETF and the IESG (Carpenter, 1996). In
connection with the Kobe declaration, this legacy of the
IAB was made rhetorically use of and hence kept alive:
ª Let’s face it: in general, these guys [from IAB] do little
design, they don’ t code, they don’ t deploy, they don’ t deal
with users, etc., etc., etc.º (Rose, 1992b).

The programmatically stated role of the IAB to ad-
vise and stimulate actionÐ rather than directÐ has to be
constantly adjusted. As Carpenter (1996), the IAB chair,
stated, ª The IAB has often discussed what this means
... and how to implement it.º It seems that the IAB dur-
ing recent years has become more careful when extending
advice in order not to have it misconstrued as a direc-
tion. The controversy over the Kobe declaration was an
important adjustment of what it is to mean when the IAB
provides advice: ª The most important thing about the IAB
IPv7 controversy [in the summer of 1992] was not to skip
CLNP. It was to move the power from the IAB to the IESG
and the IETFº (Alvestrand, 1996).

The last few years have witnessed a manyfold increase
in the IETF attendance, even if it seems to have stabilized
during the last year or so. Many important elements of the
future of the Internet, most notably those related to Web
technology, are developed outside the Internet community
in industrial consortia dealing with the HTML protocol
family, HTTP, Web browsers, and electronic payment. It
is not clear that all of the standards these consortia develop
will ever get on the Internet standards track. These consor-
tia might decide to keep them proprietary. Still, a key con-
sortium like the World Wide Web consortium lead by Tim
Berners-Lee has gained widespread respect within the In-
ternet community for the way the standardization process
mimics that of the Internet (see http://www.w3.org/pub/
WWW). As the organization of the Internet standar-
dization activities grows, so does the perceived need to
introduce more formal, bureaucratic procedures closer to
those employed within the OSI: ª The IETF might be able
to learn from ISO about how to run a large organization:
`mutual cultural infection’ might be positiveº (IAB,1993).

An important design principle within the Internet is the
iterative development of standards that combine practi-
cal testing and deployment with the standardization pro-
cess (cf. discussion in third section of this article). This
principle is getting increasingly more dif® cult to meet, as
the IP revision makes painfully clear. There is a grow-
ing danger that the Internet standardization process may
degenerate into a more traditional, speci® cation-driven
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approach. Noncommercial actorsÐ for instance, research
networksÐ have an important role to play to function as a
test bed for future standards (Alvestrand, 1996).

CONCLUSION

To learn about the problems of scaling information infras-
tructure, we should study the Internet. With the escalating
use of the Internet, making changes required for scaling be-
comes increasingly more dif® cult. The Internet has never
faced a more challenging task regarding scaling than its re-
vision of IP. After years of hard work, most people reckon
that IPv6 will enhance further scaling of the Internet. But
even today, there is a reasonably well-founded doubt about
this. We have yet to see documented testing of IPv6 seg-
ments. The real asset of the Internet is its institutionalized
practice of pragmatically and fairly pluralistically negoti-
ating design issues. Whether this will survive the increas-
ing pressure from new users, interest groups, commercial
actors, and industrial consortia remains to be seen.

NOTES

1. Changes are made for a number of reasons, including those moti-

vated primarilyby the need to facilitatefurther scaling. Changes related

to scaling are, accordingly, a subset of the total changes. There is not

always a clear-cut distinction between changes related to scaling and

changes made for other reasons. As scaling in itself is ª invisibleº it

does not add functionality, it only avoids a breakdown (cf. ® fth sec-

tion); other changes are aligned with those directly aimed at scaling

in order to provide incentives for making changes. I consider changes

made in this way are only indirectly related to scaling. It is accordingly

a matter of perspective rather than principle whether these changes

regard scaling.

2. CCITT is the international standardization body for standards

within telecommunication.

3. The notion of a gateway is, perhaps surprisingly, not clear. It is

used in different ways. In particular, it may be used as a mechanism to

implement a transition strategy (Stefferud & Pliskin, 1994). It is then

crucial that the gateway translates back and forth between two infras-

tructures in such a way that no information is lost. Dual-stacknodes and

ª tunnelingº (see sixth section) are illustrations of such gateways. But

gateways more generally might lose information, as, for instance, the

gateway between the ISO X.400 e-mail protocol and the e-mail proto-

col in the Internet (Simple Mail Transfer Protocol). Within the Internet

community, however, only gateways of the latter type are referred to

as ª gateways.º The former type is regarded as a transition mechanism.

And it is this latter type of gateway that is not seriously considered

within the Internet community. The reasons for this lack of interest

in gateways that lose informationÐ and hence are ª imperfectºÐ within

the Internet seems to be a drive toward ª purityº in the design (Eidnes,

1996). As this purity is likely to be increasingly dif® cult to maintain in

the future, it would be interesting to investigate more closely the role

of and attitudes toward gateways within the Internet.

4. EDIFACT stands for Electronic Data Interchange (EDI) in Ad-

ministration, Commerce, and Transportation and is a United Nations

standard for de® ning EDI messages.

5. Alvestrand (1996) suggests that had it not been for the clumsy

way IAB announced its decision, many more would probably have gone

along with the CLNP solution.
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