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Databases

Algorithms for multicore and GPUs

In-memory databases

Handling complex datatypes: trajectories,
graphs, efc.

Parallel and distributed DB systems.

NoSQL/NewSQL DBs

Big Data Frameworks (Hadoop, Spark...)

WOULD L HATE TO
YOU LIKE  D(YELL ON THE

TO HEAR  NEGATIVE.
WHAT THE

PROBLEM
IS FIRST®

Search

Text-,person-,product-search
Combining text and time

Machine Learning for search
Natural-Language Processing (NLP)
Large Language Models (GPTs)

Text / Web Mining

Finding useful info in a large data corpus.
Social media mining - increasing the value
of user-generated data by:
Finding relationships between users
Opinion mining
Community detection

Linking open data to structured knowledge
bases (DBPedia etc.)
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Previous Projects and Master’s Theses

Determining creation time of documents
based on contents

Handling big spatial data

DB tracking on remote processors and
GPUs

Automatic scaling and maintenance of a
NoSQL database

In-memory databases
Spatio-textual trajectory mining
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Analyzing bank transactions
Text mining on Twitter data
Mining dynamic graphs

Personalised, intelligent object search
and recommendation

Scalable search in knowledge bases

Machine learning in cache replacement
algorithms

Online upgrade in NoSQL databases

Detection of fake news



DataBase Research:
Structuring, Searching + Analyzing Data + ...

Al Research:
Abstracting + Generating Data + ...
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Transformer

Encoder

language

Standard Transformers.
have 2 copies of the
weight matrix and RELU,
in series, in both encoder
‘and decoder modules.

Attention

Downstream
processing

Downstream
processing

The vector representation for each
word = a contextualization of that
word within some large corpus

H H...i

While playing poker with my
friends, | noticed a small
mirror behind ...

Attention

I
The vector representation for each
word = a contextualization of that
word within both the large corpus.
and the current text chunk.

N
v

Local
Interactions

Embedding

® Positional
Output
Embedding
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Sequence Length =4 Embedding Length (d) =8

Sharp oscillations
due to alternation of
sin and cosine
along each row.

Oscillation frequency
increases vertically
(with k) and decreases
horizontally (with i)

60 80

Sequence Length =50 Embedding Length (d) = 100

-0.25

-0.50

-0.75



Answer:
The guts of
ChatGPT

(as best
we know)
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Me: Compose a 4-line poem that introduces VERY smart people to our
Database and Al group.

ChatGPT (3.5):
n realms of wisdom, where brilliance does reside,

Very smart minds, our Al group's pride,
With knowledge vast and intellect ablaze,
hey join our database in myriad ways.

ﬂ‘

Me: Could you make it a little more dystopian?
ChatGPT (3.5):

In a world of shadows, where brilliance is concealed,
The very smart we gather, their knowledge sealed,
\Within our database, their potential held tight,

In this grim reality, their insights out of sight.
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Words from The Masters

“.. there is currently a war for the scarce Al talent...” SUPERINTELLIGENCE
+ “Al is the new electricity.” S

— Andrew Ng, Professor at Stanford

“The rise of powerful Al will be either the best or the worst thing ever to
happen to humanity. We do not know which.” — Stephen Hawking, famous

physicist. THE MASTER

A (T TR WL B

“If you don’t learn Al, you’re going to be a dinosaur within three years.” — ALGUR”HM
Mark Cuban, famous US businessman. '“n}“fu‘}‘ﬁi&m
LEARNING MACHINE WILL
) ' . REMAKE OUR WORLD
“You won'’t lose your job to an Al, but you might lose it to someone who PEDRD M
knows Al.” - Scott Galloway (popular tech podcaster) :

The big fech companies now compefe fo build Py
THE AI platform (Chatbot?) of the future. ¥ rise oF

THE ROBOTS
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Popular Al Topics at IDI

* Deep Learning (Neural Networks)

* Natural Language Processing / Text Analytics
» Bayesian Decision-Making

« Case-Based Reasoning

« Evolutionary Algorithms

« Multi-Agent Systems / Swarm Intelligence

 What’s in your toolkit?
* Today, Al is everywhere, and anyone can use it, but you
need special competence to understand + develop it.
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Al Research Goals

« Technological
— Develop smart computer systems:
those that behave intelligently (often
in narrow domains), and which
learn from experience.

« Scientific
— Increased understanding of
intelligence in both natural and
artificial systems by designing
computational models of sensing,
reacting, reasoning and learning.

@ NTNU Norwegian University of Science and Technology
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20+ ongoing externally-funded projects
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Artificial Intelligence in Healthcare

Decision Support for Patients

and Clinicians

* Developing Al-driven (CBR)
applications for patients

* Developing co-decision making
systems for GPs and
Physiotherapists

£ )
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Understanding Health
Trajectories

Time Series Data

* Human Activity Recognition
from sensor data

* Classification models for real-
time healthcare datasets
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Role of sleep for Physical
activity behaviour and mental
health

Analysis and prediction
models of clinical
interventions
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BIAS: Mitigating Diversity Biases of Al in the Labor Market

(EU-Horizon, Pinar Ozturk, 2022-26)
Company context [ i i

Law/legal issues Social/Philosophical issues
 Business goals Anti-discrimination Justice
* Hiring policy law Social-welfare 5
e rules Employee rights U - © ° ° 0 °© :

Knowledge base "

Similar applications
with decisions made

New job applications

CBR

/ Case base of
previous recruitments N

_

~

Decision making by finding ~I
similar applications - Decision:

- How similar -
similarity score?

[

interview/not ?
application )
- Reason?
o FM decision
R “similar individuals should be treated similarly” BINS
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ShuttleNet: Scalable Neural Models for Long Sequential Data

Norwegian Research Council project 287284
Research group: Zhirong Yang, Lei Cheng, Ruslan Khalitov, and Tong Yu

ACh ieve ments excellent performance all around Craig Morris and

Jessica Tsunis were especially well cast in the leads some of the best work

« Works accurately for sequence length 1,500,000
on a single machine (submited to ICLR2022) LML A N YN R e e o
and Fred Carpenter

Attention vector visualization of a positive review in Text Classification.

o Defeats all X-Formers in all Long Rang Arena thoroughly enjoyed
benchmark tasks (published in Neural Networks)

o Surpasses DeepMind’s Enformer by 15% in
accuracy for genetic variant classification (submitted

to Bioinformatics) 100 Danio vs. Cyprinus i Sus vs. Bos
920 IS T 90
« Wins in long DNA-based taxonomy classification * wol B % w0
(submitted to ICLR2022) 2 % L 2
5 701 3 3 10
« Yields good attention maps (published in cvPR2022) . .
. . . . . 10 20 30 40 50 60 70 80 90 95 99 99.5 10 20 30 40 50 60 70 80 90 95 99 99.5
° Leads Tg] Iong tlme series CIaSSIflcatlon (accepted in Sequence Length Percentile Sequence Length Percentile
Neurocomputing) 4 Transformer - Reformer - Poolformer LSTM  -M- 1DCNN
—®- Linformer -4 Nystromformer  -A- Cosformer  -M- TCN == Ours
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Exposed SFl (NFR)

« Coordinated by Sintef Ocean, ending 2023

* Pl at IDI: Helge Langseth, collaboration
across NTNU, Sintef, ++

« PhD student (IDI): Hakon Malgy, Sverre n SFEosed

. . . The EXPOSED aquaculture operations Centre will take advantage of Norway’s
L P OStd O C ( I D I ) . BJ Q rn M a g n u S M ath I S e n strong position in the aquaculture, maritime and offshore sectors to enable
safe and sustainable seafood production in exposed coastal and ocean areas.

« Objective:
— Develop knowledge and technologies for exposed https://www.sintef.no/en/ocean/initiatives/sfi-exposed/
aquaculture operations

— enabling a sustainable expansion of the fish
farming industry
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AROS (NFR-funded project, 2020-2023)

Project goal: Perception, control and energy efficient operation
of underwater snake robots

Contributors: K.Y.Pettersen, (lead),
A. Stahl, T. Gravdahl (all ITK), M. Greco (IMT),
R. Mester (IDI)
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Explainable Machine Learning for Management of Diabetes

Before The
é Begi’nning

Objective: To establish an
optimal diet-exercise
prevention strategy that
commences before
conception to improve
maternal and infant health
outcomes in women with
increased risk of gestational
diabetes

Objectives of project are to:

e identify, develop, and experiment with explainable Al techniques,
focus on machine learning using causal Bayesian networks applied
to diabetes data;

e complement an on-going randomised controlled trial at the Dept. of
Circulation and Medical Imaging, Before The Beginning (BTB);

e improve and develop explainable causal ML-models for prediction
of diabetes and its progression of comorbidities in order to provide

[ Evidence Nodes

[ Health Nodes patient-tailored treatment plans; and
[ Connection Nodes

Preconception health g T i » discover correlation and causation in bio-data, including clinical
R outcomes, from women with increased risk of GDM and possible

Time-restricted eating (< 10 h/day)
[ T T T T T T T T 1
0600 0800 1000 1200 1400 1600 1800 2000 2200 2400

@ % ¥ 9
Intense interval training (2-3 times/week)

comorbidities based on collected data fom BTB.
—) ‘ Ph.D. candidate: N.N.

Advisors: Ole Jakob Mengshoel and Trine Moholdt (Department of

e e e — — = — = =

Ld
& 4 Susceptibility to . A A .
””””” y ek Circulation and Medical Imaging)
e - Time line: Fall 2023 — Fall 2026 or Fall 2027
" ety mterenil e Sl Application deadline: 15.1.2023, check jobbnorge.no

Funding: NTNU

£ O i
TNV L I NYUO NUTWEyEa UTnversity ur octefice ndl_'l?ef‘hno.ngy




Trustworthy, Explainable, Interpretable Al

Dependingon the collapsing Jnternational Journal of Data Science and Analytics

scenarios(volume from 18 to 54 httpsy/dol.org/10.1007/541060-022-00347-8

millontr): wave helght between 30 REGULAR PAPER ®

and85m (Harbitzet al., 2014). Ghesicfor
i

+— Hellesyit (13 km)

150-200 cruise ships/year
<> 800,000 tourists'year

Stranda (15 km)
~3,500 inhabitants

—

forecasting

From data to interpretable models: machine learning for soil moisture

Aniruddha Basak'® - Kevin M. Schmidt?¢) - Ole Jakob Mengshoel’®

Received: 8 May 2021 / Accepted: 20 May 2022
©The Author(s) 2022

Abstract

Soil moisture is critical to agricultural business, ecosyster
toring data, though, is prone to instrumental noise, wide ra
conditions change. Furthermore, existing soil moisture m|
hours. To improve such forecasts, we introduce two data-
the Additive Exponential Accumulative Representation (A
based hydrology, and we study their capabilities in forecast
model parameters represent the physically based unsatur

‘We validate our models using soil moisture and rainfall ti
wthorn Cy in Dara apalyci by rani

Perspective | Published: 13 May 2019

Stop explaining black box machine learning
models for high stakes decisions and use
interpretable modelsinstead

Cynthia Rudin

“Why Should | Trust You?”

bce 1, 206-215 (2019) \ Cite this article

g~ SFI Centre for Explalnlng the Predictions of Any Classifier htions ‘ 316 Altmetric | Metrics
c % F Geophysical
. \ Marco Tulio Ribeiro Sameer Singh Carlos Guestrin A )
FO recastlng University of Washington University of Washington University of Washington [d fitting - Monitoring -
Seattle, WA 98105, USA Seattle, WA 98105, USA Seattle, WA 98105, USA
marcotcr@cs.uw.edu sameer@cs.uw.edu guestrin@cs.uw.edu

transportation ... earth science ... geophysics ... landslides ... human safety ... prediction ... forecasting ...

classification ... black boxes ... explanation ... interpretatbility ... trustworthiness ... high stakes ... decisions
- 00 00000 © _
0000 G0000000000 Ollzse: G@NTNU
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Large Language Models
(LLMs)

Existing Models: ChatGPT (OpenAl),
Bard (Google), LLAMA

Probability Distributions over (Meta), BLOOM, ...

Sequences of Tokens

Team

1 Professor

3 PostDocs
12 Research Assistants
4+ External Collaborators

Resources Outcome

IDUN (28 NVIDIA A100 80 23B GPT (summarization)

GB GPUs) 23B GPT (generation)

500 GB Text 3B GPT (summarization)

> 85% Norwegian (+SWE, 3B GPT (generation)
DAN, GER, ENG) 3B LLAMA

- NCC (NB), Websites,
News Articles, Social

Motivation : Contact

: : Media
- Reduce Reliance on Big Tech Jon Atle Gulla
» Reflect Norwegian Culture Benjamin Kille

« Facilitate Data Ownership

NorGPT (Jon Atle Gulla, Benjamin Kille)

Norwegian Research Center ._ﬁ_.
N OrWAI for Al Innovation



@ NTNU

A center for research, innovation and
education within Artificial Intelligence
Established in 2017, as Telenor-NTNU
Al Lab with SINTEF

Ensures collaboration between
academia, industry and public sector
Hosted by the Department of
Computer Science, NTNU

Strong NTNU research team, with a
core team of 12 professors, 21
associated professors & 75+ PhD

students

Norwegian University of Science and Technology

Norwegian Open Al Lab

OUR PARTNERS

NHH ~ @sticos
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DNV

SINTEF 3 deepinsight
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NorwAl

Center for Research-based Innovation

Enhance technology transfer, internationalization and researcher training through long-
term research conducted in close collaboration between research-performing companies

and prominent research groups.

SINTEF I— Schibsted SpareBaSrnlnlﬁo
DNV

:i" DigitalNorway DNB

LS

N A K

KONGSBERG

TrenderEnergi°QC
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etriever

2020 - 2028
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Al and UN’s Sustainability Goals

NO GOOD HEALTH QUALITY GENDER CLEANWATER
POVERTY AND WELL-BEING EDUCATION EQUALITY AND SANITATION

DECENT WORK AND / 1 REDUCED
ECONOMIC GROWTH INEQUALITIES

A

(=)

13 St 14 15 b 16 Pockisice | 47 PneRsies
ACTION BELOW WATER ON LAND ANDSTRONG AT SUSTAINABLE

INSTITUTIONS DEVELOPMENT
¥ | & ElE
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Al and UN'’s Sustainability Goals

GOOD HEALTH QUALITY
AND WELL-BEING EDUCATION

i

DECENT WORK AND I 1 0 REDUGED
ECONOMIC GROWTH INEOUALIIIES

GENDER
EQUALITY

i\l/" 4_>

13 ﬁI(-}ITNIIs:lE 14 Il!I{IFDWWATER 15 :IIII;ELAND

17 PARTNERSHIPS

UL  SUSTAINABLE
DEVELOPMENT

GOALS
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The goal of science is not universal truth...but
the gradual removal of prejudice (Niels Bohr).

Earth is center of the universe Copernican Revolution

Humans are a special species Darwinian Evolution

Superiority of human intelligence Al
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