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Who are you?
• Norconsult AS (Mother company)
• Norconsult Informasjonssystemer (NOIS) – IT Division
• Fundator – IT Consulting department
• ML/AI team – 14 consultants
• Thomas H. Thoresen – Team Lead ML/AI
• Consulting experience on ML/AI projects for

• Equinor
• DNV GL
• Lånekassen
• Digitaliseringsdirektoratet (Difi)
• BNBank
• Statens Vegvesen
• Norconsult AS
• ++

• MSc Computer Science from NTNU – AI programme 

https://www.norconsult.no/
https://www.nois.no/
https://www.nois.no/produkter/IT-tjenester/
https://www.nois.no/produkter/IT-tjenester/maskinlaring-og-kunstig-intelligens/


Problem Description
• NOAS has copious amounts of documents stored on network disks
• A lot of the information has accumulated through years and across 

geographic and subject domains, making it difficult to reuse and 
locate information as needed.
• The reuse of existing knowledge in documents has the potential to 

both improve the quality of our work in projects, as well as reduce 
the amount of time spent on unbillable tasks, such as preparing bids 
for tenders.



Problem Description
• NOAS has copious amounts of documents stored on network disks
• A lot of the information has accumulated through years and across 

geographic and subject domains, making it difficult to reuse and 
locate information as needed.
• This will lead to improved basis for making decisions with regards to 

whether we should bid for a project or not, as well as setting a 
reasonable price. 

Working pilot: Word-addin for 
information retrieval

Baseline model: 
Similarity search based on TF-IDF 
and LSI-transformation

Hypothesis: More advanced models
will improve results



Service-based architecture

This is the
component the
student(s) will
be working on



Data
• All documents belonging to a specific part of Norconsult’s Energy-

division
• ~310 000 documents parsed to raw .txt-files
• Total size of raw documents: 612 GB
• After parsing: 69GB
• Some metadata as well, example below:
{"author": "Ola Nordmann", "last_author": "Kari Nordmann", "content_type": 
"application/pdf", "last_modified": " 2019-11-18T10:09:54Z ", "last_save_date": "", 
"creation_date": "2019-11-18T10:00:13Z", "x_tika_content": "<All document content
here>", "path": "/data/tilbud/Beskrivelse av omfang.pdf", "filename": "Beskrivelse av 
omfang.pdf", "id": "6b2dab4c-2218-4ebf-b2bc-86c375e704d7"}



Data - labels
• Have established system for getting feedback from users easily and 

will provide a set of labeled queries / results based on this.
• Number of labeled queries / results not clear yet, but 500-100 is a fair 

estimate. 



Tasks / Challenges
• Work on improving the TF-IDF+LSI baseline for information retrieval.
• Review state-of-the art for semantic search with both small queries and 

paragraphs as queries.
• Some opportunities to explore include:

• SIF
• P-SIF
• Finetuning word vectors to domain-specific corpus
• Language models such as BERT etc.

• Implement and evaluate models/systems against labelled dataset and 
baseline.
• Package the output of the models into an API to allow for easy use, 

evaluation and extensibility.


