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Abstract. In many contexts today, documents are available in a nurmbesre
sions. In addition toexplicit knowledgethat can be queried/searched in docu-
ments, these documents also contaiplicit knowledgehat can be found by text
mining. In this paper we will study association rule minirfigemporal document
collections, and extend previous work within the area byerfggming mining
based orsemanticsas well as 2) studying the impact of appropriate techniques
for ranking of rules.

1 Introduction

In many contexts today, documents are available in a numbeersions. Examples
include web newspapers and health records, where a numtierestamped document
versions are available. In addition éxplicit knowledgehat can be queried/searched
in documents, these documents also contaplicit knowledgeOne category is inter-
document knowledge that can be found by conventional tertrm techniques. How-
ever, with many versions available there is also the pdigibf finding inter-version
knowledgeAn example of an application is given in the figure below, veh& number
of document versions are available, and where the aim isdcafirl/or verify temporal
patterns:

UK b b UK
dance UK Iraq
g:i'; Iraq g:i'; USA ISMIS

dog : Enron university
world . finances
Trondheim money travel
weather buy
Time >

I

Temporal pattern (UK Bush) —=(lraq) ?

In the example above, one possible temporal rule is the fetidsand Bushappear-
ing in one version means a high probabilitylcdg to appear in one of the following
versions.

How to mine association rules in temporal document colbectias been previously
described in [16]. In the previous work, the rule mining wasfprmed onwords ex-
tracted from the documents, and ranking of rules (in orddintbthe most interesting
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ones) was based on traditional measures like support arfiilenoe. However, based
on the results it was evident that using simple words did mna gatisfactory results,
and that more appropriate measures were needed for rulmgank

In this paper we extend the previous work by performing thaperal mining
based orsemanticsas well as studying the impact of other techniques for ramkin
of rules. Thus thenain contributionsof this paper are 1) presenting the appropriate
pre-processing for use of semantics in temporal rule mir2hgtudying the impact of
additional techniques for ranking of rules, and 3) presgnsome preliminary results
from mining a web newspaper.

The organization of the rest of this paper is as follows. lcti®a 2 we give an
overview of related work. In Section 3 we outline the assunhetd model, rule mining
process, and provide an introduction to our Temporal Textitj (TTM) Testbench
tool. In Section 4 we describe how to perform semantic-b@seeprocessing. In Sec-
tion 5 we describe techniques that can increase qualitylefselection by considering
semantic similarity. In Section 6 we describe experimentsr@sults. Finally, in Sec-
tion 7, we conclude the paper and outline issues for furtreekw

2 Related Work

Introduction todata mining in generatan be found in many good text books, for ex-
ample [4]. The largest amount of work fext mininghave been in the areas of catego-
rization, classification and clustering of documents, werre [3] for an overview of
these area. Algorithms for mining association rules betweerds in text databases (if
particular terms occur in a document, there is a high prdibathiat certain other terms
will occur in the same document) was presented by Holt anch@hi [6]. In their
work, each document is viewed like a transaction, and eacH tveing an item in the
transaction. In [5] a more thorough overview of previougsgsh in rule mining of text
collections is given, with particular emphasis on the casemadditional background
information is available.

Much research has been performed on aspects related tor@rdpta mining, and
a very good survey of temporal knowledge discovery paradignd methods is given
by Roddick and Spiliopoulou [17]. As will be described in raatetail in the rest of
the paper, of particular interest in the context of our warkeisearch in intertransaction
association rules. The first algorithms for finding intemsaction rules described in the
literature, E-Apriori and EH-Apriori[13], are based on thpriori algorithm. These are
extensions of the Apriori algorithm, where EH-Apriori aisaludes hashing. A further
development of intertransaction rules is the FITI algantf20], which is specifically
designed for efficient mining intertransaction rules.

A general problem in mining association rules is the sebectif interesting asso-
ciation rules within the overall, and possibly huge set dfanted rules. Some work in
this are exist, either based on statistical methods [18}admsidering the selection of
association rules as a classification task [8].

Related to our work is trend analysis in text databases, tieraim is to discover
increasing/decreasing popularity of a set of terms [11,A5Jariant of temporal asso-
ciation rule mining is taking into account the exhibitiorripels of items [10].



3 Preliminaries

In this section we outline the underlying data model for owrky the rule mining
process, and a description of the TTM Testbench tool.

3.1 Data Model

We will now outline the data model for temporal documents we as context for
our research. Note tha@ibcumentD; is here used as a generic term, specific types of
documents include web pages as well as document formatMik&Vord and Adobe
PDF. For these document types pre-processing will be eredlay order to filter out
the actual text from formatting information etc.

The document collectio; on which we perform the rule mining are assumed to
be (or can be converted to) an ordered list of documénts [D;...D,,]. A document
in this context can be the one and only version of a documeiittcan be a particular
version of a document. Each document is timestamped withirtte of creation, and
is essentially a tuple containing a timestaffignd an ordered list of words, i.d), =
(T, [wy, ..., wg]). Aword w; is an element in the vocabulary déti.e.,w; € V. There
can be more than one occurrence of a particular word in a dectmersion, i.e., it is
possible thatv; = w;.

3.2 Rule Mining Process

Mining association rules from a text collections can be dbsd as a 3-step process
consisting of 1) pre-processing, 2) the actual mining angp&t-processing. In the
pre-processing phase the documents are converted frommaké®cuments into some
common representation, words are extracted (tokeniZatod then various operations
might be performed on the text aiming at increasing the gualithe results or reducing
the running time of the mining process. Then the actual myimmperformed, resulting
in a number of association rules. The number of rules can tyehigh, and in the post-
processing phase the system tries to determine which ridasast interesting, based
on some measure. We will now describe the steps as perfomtbe previous word-
centric approach. In Section 4 we will describe how to imgrby using semantics.

Pre-Processingln word-centric pre-processing the text of the documerfikésed and
refined. In general the processing time increases with bathber of words and size
of vocabulary, so the aim of the pre-processing is to redatle Wwithout significantly
reducing the quality of the results.

The goal of text filtering is to remove words that can be assltneot contribute
to the generation of meaningful rules. One simple technigustop-word removal, in
which words occurring in a separate user-maintained stoyghlist are removed from
the text. In addition, words that are very frequently ocingrcan be removed.

In order to reduce the vocabulary size as well as increasiatjty of the contribut-
ing terms, stemming can be performed. By employing stempangumber of related
words will be transformed into a common form (similar to thens of the words).



Finally, term selection can be performed in order to redbheertumber of terms.
In this process, a subset of tlheterms most important words in each document are
selected. One such technique we have employed is using thighest ranked terms
based on the TF-IDF (term-frequency/inverse documentufaqgy) weight of each. It
should be noted that there is a danger of filtering out terras ¢buld contribute to
interesting rules when only a subset of the terms are usethesealue oft: will be a
tradeoff between quality and processing speed.

Rule Mining Techniques for temporal rule mining can be classified intomlmer of
categories [4]. As described in [16] the most appropriateécontext of temporal rule
mining isintertransaction association ruleblsing an appropriate algorithm for finding
intertransaction association rules, we can find rules ofottme “car at time 0 anchotel
attime 1 impliedeasingat time 4”. As can be seen, these algorithms produce rulés wit
items from different transactions given by a timestamp.rifeoto find intertransaction
association rules, we employ a variant of the FITI algori{26i.

Rule Post-ProcessingFrom the potentially high number of rules created during the
rule mining, a very important and challenging problem is mal fihose that armterest-
ing. Traditionally, measures likeupportandconfidencéave been used. Unfortunately,
these measures have been shown to be less useful in texgmDriie particular aspect
of rule mining in text is that a high support often means the s too obvious and
thus less interesting. These rules are often a result ofiénetty occurring terms and
can partly be removed by specifying the appropriate stoglsiddowever, many will
remain, and these can to a certain extent be removed by gipgcf maximum support
on the rules, i.e., the only resulting rules are those abosert@in minimum support
and less than a certain maximum support. In section 5 we edtdbe two approaches
more suitable in our context.

3.3 The Temporal Text Mining Testbench

In order to help discovering inter-version knowledge asl weldeveloping new tech-
niques for this purpose, we have developedTiamporal Text Mining (TTM) Testbench
tool. The TTM Testbench is a user-friendly application fwalvides powerful operators
for rule mining in temporal document collections, as welpasviding extensibility for
other text mining techniques.

The TTM Testbench consists of two applications: one for esting a document
collection into the TTM format (essentially XML files contéing the text and addi-
tional metadata), and one for performing the actual minimbi¢h in general will be
performed a number of times for each document collectioth different operations
and parameters). A number of operations are available i@ Testbench, each
essentially working as part of a filtering/operator pipeliExamples of operators in-
cludeExtractTerms, RemoveStopWords FilterTerms, ExtractConceptsandFITI .
Text mining on a collection is performed by choosing whiclegtions should be per-
formed, and let the system perform the selected operatimhpesent the final result.
The result of a rule mining process is a number of rules, fangxe:
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Fig. 1. Screenshot of TTM Testbench after performing operations document collection

[Rule [Sup[Conf[Sim]
(Cattack’, 0) (profits’, 1))— (‘bush’, 2)|0.11| 1.0| 0.3|

The above rule says that if the woattackappears in a document version one day, and
the wordprofitsthe day after, there is a high probability that the wbushwill appear
the third day (this is an actual example from mining a col@ecof Financial Times web
pages). The last three columns give slupport confidenceandsemantic similarity(to

be described in more detail in Section 5.1) for the rule. Fighows the TTM Testbench
and the results after each text refinement operation, usaggmantic operators which
will be described in more detail below.

4 Semantic-Based Pre-Processing

Performing the mining based on words extracted and refineéscribed in Section 3
did not achieve the desired quality. Factors contributs¢ghe problem include those
described above, i.e., feature dimensionality (i.e., batay size) and feature sparsity,
but also semantic aspects like synonyms (words having saglenost same meaning)
and homonyms (words with same spelling but different megnin

Considering semantics in the pre-processing phase codidteghe problems with
synonyms and homonyms. In addition, by employ@ogceptsnstead of words in the
rule mining process the dimensionality can be reduced, ditiad to giving rules not



found when not considering semantics. This is typicallydeahat each have a low fre-
guency but when represented as a common concepts could betamp An example

is the conceptehicleused instead of the wordske carandlorry. This considerably

reduces dimensionality, in addition to giving rules conitag these words higher sup-
port, and in that way increasing the probability that thell e found by the user, or
detected automatically by the system.

We will in the following describe how semantic-based pregassing and how it is
integrated into the TTM Testbench. Note that we only conssgenantics in the pre-
and post-processing, while the mining is performed on séimaaoncepts in the same
way as mining previously was performed on words.

The aim of the semantic-based pre-processing is twofold: ¢imllocations (se-
quence of words or terms that occur together, for examwipfEice) and extract concepts
(from single words or collocations). As will be describelistis performed in a mul-
tistep process involving: 1) part-of-speech tagging, 2lpcation extraction, 3) word-
sense disambiguation (WSD), and 4) concept extraction.

For WSD and concept extraction we employ WordRliethich essentially provides
us with words and semantic relationships (for example hypas) between the words,
andsynsetwhich are words considered semantically equivalent (syns). For each
word sense there is also a short description (gloss).

4.1 Part-Of-Speech Tagging

Some word classes are more important than other in the mpriogess. In order to
keep the number of participating terms as low as possibhajght be useful to filter
out terms from only one or a few word classes from the textgf@mple nouns and
adjectives. This can be performed part-of-speech tagging TM Testbench uses the
Stanford Log-linear Part-Of-Speech Tagges tag the document collection. This tagger
uses a Maximum Entropy model, similar to stochastic tag§iog

After the texts in the document collection are tagged, theraion extracts words
tagged with one of a set of user-specified part-of-speech fagilable tags include
nouns, proper nouns and proper noun groups, verbs, adjectiumbers and adverbs.

4.2 Collocation Extraction

A collocation is an expression consisting of two or more vgotigiat corresponds to
some conventional way of saying things [14], for exampéapon of mass destruction
or car bomb Collocations are common in natural languages, and a wanchoa be
classified only on the basis of its meaning, sometimes co+oeace with other words
may alter the meaning dramatically.

The task of finding collocations is essentially to deternmgagquences of words or
terms which co-occur more often than would be expected byahalypothesis testing
can be used to assess whether this is the case. In our workhilsguare 4'2) test
has been used. When a noun occur together with another notlne itext they are

2 http://wordnet.princeton.edu/
% http://nlp.stanford.edu/software/tagger.shtml



collocation candidates, and the chi-square test is usedtarrdine of they should be
considered as a collocation.

4.3 Word-Sense Disambiguation

Word sense disambiguation (WSD) is the process of examiworg tokens in a text
and specify exactly which sense of each word is being usedn&sample, consider the
word bank and two of its distinct senses: 1) a financial institutiod & sloping land.
When this word occur in a text, it is usually obvious for a huménich of the senses of
bankthat is used, but creating robust algorithms for computeasitomatically perform
this task or more difficult.

Inthe TTM Testbench we employ the Lesk and adapted Leskittgas for WSD [1,
12]. Using these algorithms, the process of WSD consisis@tteps: 1) find all possi-
ble senses for all the relevant words in a text, and 2) assigh word its correct sense.
The first step is straightforward and accomplished by nétrgethe possible senses from
WordNet. The second step is accomplished by matching thiexoof the word in the
document with the description of the senses in WordNet égles Because the dictio-
nary glosses tend to be fairly short, and may thus providesurficient vocabulary for
fine-grained distinctions in relatednesstended gloss overlaps used to overcome
the problem of too short glosses [1]. To create the extentiess gn the adapted Lesk
algorithm, the algorithm uses the glosses of related ward&/drdNet (for example
hypernyms, hyponyms, meronyms and holonyms for nouns, gpdrhyms and tro-
ponyms for verbs).

4.4 Concept Extraction

Aiming at improving quality as well as reducing number ofiiein the mining process,
terms are transformed into concept-level document festdreais is done by utilizing

the hierarchical structure of WordNet. Note that the coh@xraction operation is

dependent on WSD, since a word may have different senseshasd are linked to

different synsets. The operation has three methods fomiincdncepts in a document.
These are described in the following.

First, WordNet contains a relation calledtegory This relation links a synsetto a
higher-level category, where the category is representeghbther synset. An example
of this is thatbasic trainingis linked to the categomnilitary. By exploring this relation
for each disambiguated word, it is possible to extract a §efategories which are
descriptive of the contents of a document. Note howeverdhBt a limited set of the
synsets in WordNet are linked to a category.

The second method of finding concepts in a document is basédding common
parent synsets of the words in the document. This is perfdrfimeeach combination
of disambiguated nouns in the texts. If the distance betwlsetwo words is below or
equal to a user-specified threshold, the common parenttsgresdracted as a concept.
As an example of this, consider a part of the WordNet hiergrefhereyenandeuro
hasmonetary uniais a common ancestor, but whilerois direct child ofmonetary unit
, yenis child of Japanese monetary unithich is child ofmonetary unitDepending on
the distance threshold, this may be extracted as a concept.



Finally, if no concepts was found using the two methods preeskabove, the user
can specify that the parent node(s) of a word is to be extldantaddition to the word.
This is found using the hypernym-relation. Recall the figab®ve, if onlyeuro is
present in documenimonetary unitcan be extracted. This method may however re-
sult in very high feature dimensionality, and increase thraglexity in the rule mining
process.

In addition, this concept extraction operation tries toohes the problem of syn-
onyms in the text. This is done by replacing disambiguatetisavith the two first
words in the synset it belongs to. The reason for using twala/orstead of only one,
is that this may lead to more meaningful terms. For examfilleeiwordautois present
in a document, and it belongs to the syn&edr, auto, automobile, machine, motorgar
thenauto is replaced with the terncar/auta All words in the document collection
which belong to this synset will therefore be representethisyterm.

5 Post-Processing

In general, the number of rules from rule mining of text wi ery high. In order to
reduce this to an amount that can be useful for a user, in thiegrocessing phase the
most interesting rules are selected based on ranking the am some interestingness
measure(s). Although the traditional support and confidemeasures can be employed,
these will often have less value in our context. For examplifien mining temporal text
databases, many interesting rules are rare, i.e., have sulpport. We have studied the
use of two other techniques that could have potential in ontext. The measures are
based on 1) semantic distance and 2) clustering.

5.1 Semantic Similarity

Words present in an association rule and that are closeteg@emantically related) in
a knowledge hierarchy like WordNet, are more likely to bewndy the user already.
Therefore, rules where the words are less semanticalliecklaan be considered more
interesting [2].

The semantic similarity can then be used to rank the assmtiatles. The higher
the score, the more semantically similar the words in the@attent and the consequent
of the rule are. The rules with the lowest scores can thezdferconsidered interesting.

In order to calculate semantic distance we uselre Measurg9]. This measure is
based on information content, defined in as the negativakeiHood of encountering
an instance of the concept, i.e.:

IC(c) = —log(

where freg(c) is the frequency of the concept, aid is the number of concepts in
the corpus. The similarity measure of two concepisad ¢, is then defined by the
following formula, where c is the most specific concept in coom between cand
¢, (for example, the most specific concept in common betvasiktop computeand
portable computecould bepersonal computgr



sim(c1,c2) = IC(c1) + IC(c2) — 2% IC(c)

This measure is calculated after the association ruleshese mined. The score of
an association rule is calculated as the average semamilarsy between the words
in the antecedent and the consequent of the rule. Howeuertimat it is only possible
to calculate semantic similarity with disambiguated noangollocations which are
present in WordNet. This is because the similarity is calmd between synsets, and
the sense is needed to know which synset a word is present in.

5.2 Clustering

Many association rules can be said to display commonsearexdmpléhammet-nail.
Hammer-shampoon the other hand, is more interesting because hammer tias lit
relation with shampoo, they can be said to be dissimilamh\Wiis in mind, dissimilarity
between the items can be used to judge the interestingnespatitern. Based on the
approach for structured data presented by Zhao et al. [21jave experimented with
clustering to measure the dissimilarity between items inssociation rule.

In the first step of clustering-based rule selection, theudwant collection is clus-
tered so that documents are grouped together accordingitocttintents. Then, given
an association rule AB where A is in clusteC’4 and B is inC, interestingness is
defined as the distance between the two clusteraindCy:

Interestingness(A = B) = Dist(Ca,Cg)

If the antecedent or consequent consists of more than ame iikéerestingness is de-
fined as the minimal distance between clusters of anteceaehtonsequent. Finally,
only rules which have terms from different clusters in thieeaadent and the consequent
are presented to the user.

6 Experiments And Results

This section presents some of the results from applying séosan the rule mining.
The experiments have been performed using the TTM Testhexéfacting colloca-
tions and concepts as described above, resulting in asisociales that span across
texts with different timestamps.

Filtering and weighting (cf. Section 3.2) have not be empthysince the IDF part of
TF-IDF dampens the weight of terms which appear in many decusa This may not
be always be desired, since association rules containgmmiént terms in some cases
can be interesting.

A number of document collections based on web newspapess hen used in
the experiments. Each document collection have been drbstdownloading the web
page once a day. Due to space constraints we will in this paplgrreport from the
use of a collection based on Financial Times pages. Miniegther collections gave
similar results. Due to limitations on the FITI implemeiatwhere the memory usage



increases with document collection size, we have in thertedoesults used a relatively
small collection consisting of only 107 documents.
The parameters for the operations are as follows:

— Collocation extraction: Only verbs and adjectives areastéd in addition to col-
locations and single-word nouns.

— Word sense disambiguation: The adapted Lesk algorithmeid wéth context size
of 6 words, and verbs and adjectives are not kept after ttagrdigguation process.

— Concept extraction: We set the maximum distance in the Wetdiierarchy to 5
(this includes the words themselves), parent nodes of weitthsno concepts are
not added, and original terms are not kept when a conceptiisifo

As a result, the following terms will be extracted from eadtament and used in the
rule mining process:

— Collocations.

— Proper nouns and proper noun groups.

— Common parents between terms in the same document.
— Categories.

— Disambiguated nouns with no common parent or category.
— Nouns which have not been disambiguated.

The parameter values for the FITI algorithm:

Parameter Value
Minimum support 0.1
Maximum support 0.5
Minimum confidence 0.5
Maximum confidence 1.0
Maxspan (time/days) 3
Max set size (termsinrule) 3

Unfortunately, experiments showed that determining egéngness based on clus-
tering did not work particularly well. As as result, we usedyathe semantic similarity
measure for rating rules (note that only rules containingast one disambiguated word
on each side of the rule will get a score).

6.1 Evaluation Criteria

Automatically deciding if a rule is interesting or not, idfdiult, if not impossible. The

main focus in this project will be to see if the associatiotesuand their items are
meaningful, and to study whether there is any differencevben rules with a high
semantic similarity and rules with low semantic similayitiye idea is that rules with
low semantic similarity are more interesting than thoséwigh similarity.



6.2 Results From Mining The Financial Times Collection

The result of this experiment was 56 rules (the completefsedes is given in Table 1).
In Tables2-4, a subset of 15 rules are presented: The 5 fitstneisemantic similarity
(Table 2, keep in mind that it is not possible to calculatesttmantic similarity of rules
not containing any disambiguated terms, concepts or cag=gthese will therefore get
a semantic similarity of zero and thus appear first in theltesst), the 5 with lowest
semantic similarity (Table 3), and the 5 with highest serngaimilarity (Table 4). The
rule numbers in the rules presented for the individual erpents refer to their number
in the full result set.

The terms present in the rules will sometimes include theb®}r#, this is used
to indicate the sense number of the term in WordNet. This eanded by the user
in a lookup in WordNet (for example, the user can determinetivr the ternmar-
ket/marketplacén rule 22 means a physical location in a city or the world ahcoer-
cial activity). Another symbol which may appear/igp. This means that the termis a
proper noun. One aspect that becomes clear when inspdogimgles is that it is easier
to understand the meaning of the items when they are refegseytwo synonyms. As
an example, see rule 54. Here the itdapositoryfinancialinstitution/banks present.
Because a synonym is present, the rule is more meaningfulitfar example only
bankwas present.

As the above show, many of the terms included in the rules a@nimgful, and
the user can therefore make sense of the discovered ruleth@ftsemantic similarity
is able to distinguish between interesting and unintargstilles or not, is difficult to
decide. The reason for this is that it is not entirely cleaatdm interesting association
rule would look like when mining for association rules in wadbwspapers.

When looking at the rules from this experiment, it becomemaagnt that rule num-
ber 33 (Table 5) may also be considered interesting. Consideexample that there
is an article discussing an event in China at time 0, then é&x¢ day a related article
appears where the US President is mentioned. Finally, @& Ziran article containing
military news which is related to the two previous articlppear. It is however difficult
to know whether these cases are related, or just coincid@&uiiit gives an indication
that it may in fact be possible to detect interesting temipefationships between news
items from different versions of the front page of a web nexpsp.

6.3 Summary

The experiments have shown that the main problem of minixty4tassociation rules
from web newspapers is that it is difficult, if not impossitlie clearly see which rules
are interesting. However, the rules found using the new ohecu feature extraction
operations can be said to make sense. Contributing to tlElsdsthat synonyms are
added to words if available, and thbsad/chieis easier to understand than only the
word head

When it comes to using semantic similarity for rating asatien rules, it is still an
open question whether this can lead to good results. Themdasthis is that identify-
ing interesting rules is difficult, and it is therefore notspible to say if rules with low
semantic similarity are more interesting than rules witghrgimilarity.



Rule#| Rule Sup| Conf| SemSi
1| { (europe/nnp’,0} — {('market/marketplace#1',1) 0.16[ 0.52| 0.0009
2[{(china/nnp’,0)} — {(‘military/armedforces#1’,1} 0.211 0.54| 0.0009
3| {(russia/nnp’,0} — {('military/armedforces#1’,1)} 0.12{ 0.54( 0.000(
4| {(irag/nnp’,0)} — {('military/armedforces#1’,1)} 0.10[ 0.52| 0.0009
5[{(uk/innp’,0)} — {('military/armedforces#1’,1} 0.19/ 0.53] 0.0009
6| {(year#3',0)} — {(china/nnp’,1)} 0.10[ 0.50| 0.000q
7| {(europe/nnp’,0} — {('china/nnp’, 1)} 0.16[ 0.52| 0.0009
8| {('year#3',0)} — {(europe/nnp’,1} 0.11f 0.55| 0.000q
9| { (commercialenterprise/businesnterprise#2',0y — {(eu/nnp’,1)} 0.13] 0.52| 0.000q
10| { (uk/nnp’,0)} — {(eu/nnp’,1)} 0.18] 0.50| 0.000q
11| { (depositoryfinancialinstitution/bank#1',0} — { (‘eu/nnp’,2)} 0.13] 0.52| 0.0009
12| {(russia/nnp’,0} — { ('military/armedforces#1’,2) 0.14{ 0.62( 0.000(
13| {(irag/nnp’,0)} — {('military/armedforces#1',2} 0.11f 0.57| 0.0009
14| {(‘'sarkozy/nnp’,0} — {(‘military/armedforces#1’,2)} 0.13] 0.56| 0.0009
15| {(uk/nnp',0)} — {(military/armedforces#1',2} 0.211 0.58| 0.0009
16| { (europe/nnp’,0} — {('military/armedforces#1',1} 0.18] 0.58| 0.0009
17| { (russia/nnp’,0} — {(head/chief#4’2} 0.11{ 0.50( 0.0009
18| { (russia/nnp’,0} — {(‘presidentof_the.united i resident#1’,2} 0.12{ 0.54( 0.000q
19| { (russia/nnp’,0} — {(head/chief#4’,1} 0.11{ 0.50( 0.0009
20({(eu/nnp’,0)} — {(military/armedforces#1',2)x 0.21f 0.55| 0.000q
21{{(china/nnp’ 'market/marketplace#1’,§)— { (‘military/armedforces#1’,1} 0.11} 0.55 0.0593
22({(market/marketplace#1',d) — { (‘'military/armedforces#1’,2) 0.23] 0.59| 0.0593
23 { (market/marketplace#1',q) — { ('military/armedforces#1’,1)} 0.23] 0.59| 0.0593
24 { (china/nnp’ 'market/marketplace#1',9)— { (‘military/armedforces#1',2) 0.12] 0.59| 0.0593
25({(‘company#1',0} — {('market/marketplace#1',3) 0.15/ 0.50| 0.0609
26( { (investor#1',1) (Cuk/nnp’,0} — { (‘'military/armedforces#1’,2)} 0.10[ 0.85| 0.060q
27({ (investor#1' 'uk/nnp’,0)} — { ('military/armedforces#1’,1} 0.12] 0.72| 0.060q
28| { (investor#1',0)} — {(‘'military/armedforces#1’,1)} 0.28( 0.69 0.060(
29 { (investor#1',0)} — {(‘'military/armedforces#1’,2) 0.22( 0.55( 0.060(
30( { (investor#1' 'uk/nnp’,0)} — { ('military/armedforces#1’,2) 0.11} 0.67| 0.060q
31({(week/hebdomad#1',Q) — {(‘'military/armedforces#1’,1} 0.11{ 0.52[ 0.0607
32 { (investor#1' 'presidenif_the.united states/unitecstatespresident#1’ , 0} — { (‘military/armedforces#1’,1} 0.14{ 0.83| 0.0611
33 { (china/nnp’,0) ('presidendf.the.united uni resident#1', 1} — { (‘military/armedforces#1’,2)} (0.11] 0.75 0.0622
34 { (china/nnp’ 'presidenif_the.united states/unitecstatespresident#1', 0} — {('military/armedforces#1',1} 0.111 0.71} 0.0622
35( { ('presidentof_the_united. uni ident#1', 0} — {(‘military/armedforces#1’,1} 0.23( 0.63( 0.0627
36| { (investor#1' 'head/chief#4',0) — {(‘military/armedforces#1’,1} 0.12( 0.72[ 0.0634
37| { Cconflict/struggle#1',0} — {(‘'military/armedforces#1’,2) 0.10[ 0.65| 0.0637
38({(year#3',0)} — {(military/armedforces#1',1)} 0.11f 0.55| 0.0639
39| {('head/chief#4’,0} — {('military/armedforces#1’,1} 0.20[ 0.64( 0.067(
40| { (head/chief#4',0} — { (‘military/armedforces#1’,2)} 0.17| 0.55( 0.067(
41| { (commercialenterprise/businesnterprise#2’,0) — { (‘military/armedforces#1’,2)} 0.18] 0.70| 0.0674
42| { (‘occupation/business#1’,9)— { ('military/armedforces#1',2} 0.11f 0.60| 0.0703
43| { ('military/armedforces#1’,1) (‘presidenof_the.unitedstates/uniteditatespresident#1’, 0} — { ('investor#1’,2)} [0.14| 0.62| 0.073§
44| { (time#5',0)} — {('military/armedforces#1’,1} 0.11{ 0.60[ 0.0742
45| {(time#5',0)} — {('military/armedforces#1',2} 0.10[ 0.55( 0.0742
46/ { ('military/armedforces#1’,1) (‘'head/chief#4',¢) — { (investor#1’,2)} 0.12] 0.62| 0.0784
47({(military/armedforces#1' 'head/chief#4',0) — { (investor#1’,2)} 0.10[ 0.61 0.0784
48| { (‘country/state#1',0} — { (investor#1’,2)} 0.12( 0.62( 0.0817
49| { (‘presidentof_the_uni i ident#1', 0} — { (investor#1’,2)} 0.19( 0.53( 0.087(
50( { (company#1’ 'presidentf_the.unitedstates/unitecstatespresident#1', 0} — { (‘military/armedforces#1',1} |0.13| 0.74| 0.0873
51({(‘company#1’ 'presidentf_the.unitedstates/unitecstatespresident#1’', 0} — { (‘military/armedforces#1',2} |0.10| 0.58| 0.0873
52 { ('presidentof_the.unif i ident#1' 'head/chief#4',) — { (investor#1’,2)} 0.11f 0.71) 0.0919
53 { ('head/chief#4’,0} — {(investor#1’,2)} 0.17| 0.55( 0.0964
54( { (depositoryfinancialinstitution/bank#1',0} — { ('military/armedforces#1’,2} 0.13] 0.52| 0.0973
55({ (‘company#1',0} — {(‘military/armedforces#1’,2} 0.16| 0.53] 0.1124
56| { (company#1’,0} — {('military/armedforces#1’,1} 0.17| 0.56| 0.1124

Table 1. Complete Set Of Rules

Rule#{ Rule

{(europe/nnp’, 0} — {('market/marketplace#1’, J)
{(china/nnp’, 0)} — {(‘'military/armedforces#1’, 1}
{(russia/nnp’, 0} — { (‘military/armedforces#1’, 1}
{(irag/nnp’,0)} — {('military/armedforces#1’, 1)}
{(uk/nnp’,0)} — {(‘'military/armedforces#1’, 1}

G A WN R

Table 2. The 5 first rules with no semantic similarity

Rule#| Rule

22| { (market/marketplace#1’, ) — { (‘'military/armedforces#1’, 2)}
23| { (market/marketplace#1’, ) — { (‘'military/armedforces#1’, 1}

25| { (company#1’, 0} — {('market/marketplace#1’, 3)

21[ {(china/nnp” 'market/marketplace#1’, §) — { (military/armedforces#1’, 1}

24| { (china/nnp’ 'market/marketplace#1’, §)— { (‘military/armedforces#1', 2)

Table 3.The 5 rules with the lowest semantic similarity



Rule#|Rule
52| { ('presidentof_the.united states/uni resident#1' 'head/chief#4’, @)
— {(investor#1’, 2);
53| { (head/chief#4’, 0} — {(investor#1’, 2)}
54| { (depositoryfinancialinstitution/bank#1’,0} — { ('military/armedforces#1’, 2}
55| { (company#1’, 0} — { (‘military/armedforces#1’, 2}
56| { (company#1’, 0} — { (‘military/armedforces#1’, 1}

Table 4. The 5 rules with the highest semantic similarity

Rule#| Rule
33[ {(china/nnp’, 0) ('presidendf_theunited states/unitedtatespresident#1’, 1}
— {('military/armedforces#1’, 2)

Table 5. Potentially interesting rule

A problem that could affect the usefulness of semantic sirity, is the difficulty
of assigning the correct sense to a word. An evaluation ofrabmu of random texts
from the document collection showed a precision of only &l3%96, which is similar
to what has been reported in previous work [1]. In additionséme cases it was not
possible to determine if the correct sense was assigned twdh Whe reason for this is
that the senses in WordNet are very fine-grained, and itfiedlifto spot the difference
(also reported by Hovy et al. [7]).

The implication of this problem to the results of this prajas that care must be
taken when looking at the association rules since some ofetimes may be present
due to erroneous word sense disambiguation. However, margswvhich are disam-
biguated incorrectly will be filtered out during the rule rimg process because their
support in the document collection as a whole is too low.

One of the problems with interestingness when mining fooeission rules in web
newspapers, is that what may seem like an interesting eadytis a coincidence. Con-
sider for example the rule given in the problem descriptramely{('Bomb’, 0)} —
{(Terror’, 1)}. At first glance, this rule may seem interesting. But aftettfer inspec-
tion it may become clear that the news article containingitbed 'terror’ is in no way
related to the article containing 'bomb’, instead it mayatelto a totally different event
and the association rule is totally coincidental.

7 Conclusions And Further Work

In this paper we have extended the previous work on miningcgatson rules in tempo-
ral document collections by performing mining basedsemanticas well as studying
the impact of additional techniques for ranking of ruless&aon result from exper-
iments we have illustrated the usefulness of employing s¢iosin this context, and
shown that the impact of using semantic similarity for ramgkiules is questionable at
best.

Future work will go in two directions: 1) further developnehappropriate metrics
for rule quality, and 2) improvement of the actual rule m@iso that larger document
collections can be mined as well as reducing processingfomamaller collections.
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