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Abstract

In temporal document databases and temporal XML databases, temporal text-containment
queries are a potential performance bottleneck. In this paper we describe how to man-
age documents and index structures in such databases in a way that makes temporal text-
containment querying feasible. We describe and discuss different index structures that can
improve such queries. Three of the alternatives have been implemented in the V2 temporal
document database system, and the performance of the index structures is studied using
temporal web data. The results show that even a very simple time-indexing approach can
reduce query cost by up to three orders of magnitude.
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1 Introduction

In this paper we describe techniques for improving queries on text in dynamic tem-
poral document databases, where “dynamic” in this context means databases with
regular updates of data, and where access structures should always be consistent
with the contents stored in the database. This contrasts to many traditional docu-
ment database systems, where the text indexes are only updated at regular intervals,
because of the associated cost of maintaining a consistent text index. In addition,
querying temporal versions should be supported, so that we can query for docu-
ments that contained particular words at a particular time in the past.
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Motivation. In order to motivate the subsequent description, we first describe the
example application that motivated our initial work on temporal text-containment
queries: a temporal XML/web warehouse (Web-DW). In our work, we wanted to be
able to maintain a temporal Web-DW, storing the history of a set of selected web
pages or web sites. By periodically retrieving these pages and storing them in the
warehouse, and at the same time keeping the old versions, we should be able to:

¢ Retrieve the individual pages or web sites as they were at a particular time ¢.

e Retrieve all versions of pages that contained one or more particular words at a
particular time ¢.

e Ask for changes, for example retrieve all pages that did not contain “Bin Laden”
before 11 September 2001, but contained these words afterwards.

In addition to temporal document databases/warehouses as described above, sup-
port for temporal text indexing can also be useful in a number of other areas. For
example:

e Temporal relational or object databases with text attributes. For relational databases,
the approach is most applicable where row identifiers exist for tuples. The ap-
proach is also applicable for non-temporal databases, with tuples containing
both text and time/date attributes.

e Temporal pattern-tree queries. For example, in Xyleme [27], a text index is used
for executing the PatternScan [1] operator. This operator takes as input a forest
of trees (XML documents or elements), and a pattern tree. The result is based
on matching the input trees against the pattern tree. In Xyleme, each entry in the
text index contains a text word (the key), and an occurrence tuple for each occur-
rence containing document identifier, preorder and postorder positions, and level
(in the actual implementation the identifier is only stored once, followed by the
occurrences in that document). Temporal pattern-tree queries can be supported
by an extension of the text index that also supports temporal text-containment
queries [20].

The index can also be used in other approaches to pattern tree queries, in-
cluding a trie-based algorithm that provides a set of candidate documents. The
candidate documents have to be matched with the pattern in order to determine if
they are actual matches. The resulting candidate documents are those that match
both on path and words.

Our approach. In this paper, we will describe several approaches to improve the
performance of temporal text-containment queries.

History tells us that even though a large amount of index structures have been pro-
posed for various purposes, database companies are very reluctant to make their
systems more complex by incorporating them into their systems, and still mostly
support the “traditional” structures, like B-trees and hash files. As a result, we be-
lieve that the techniques used to support temporal features should be compatible



with existing architectures. Thus we put emphasis on techniques that can easily be
integrated into existing architectures, preferably using traditional index structures
as well as a query processing philosophy compatible with existing architectures.
In this paper, we discuss alternative temporal text-indexing techniques, implement
three of the them, and compare the performance of the different approaches.

It should be noted that even though our work is done in the context of document
databases, the results are also applicable for temporal text-containment queries in
temporal relational and object databases.

The organization of the rest of this paper is as follows. In Section 2 we give an
overview of related work. In Section 3 we provide the context and general assump-
tions we make, and also give an overview of the V2 temporal document database
system in which we have integrated the ideas described in this paper. In Section 4
we describe approaches to temporal text indexing. Three of these approaches have
been implemented, and in Section 5 we compare the performance of the different
approaches. Finally, in Section 6 we conclude the paper.

2 Related work

A number of systems have been made for storing versioned documents. Of the most
well-known are probably RCS [24] and CVS (which is based on RCS). These are
mostly used for storing source code versions. It is possible to retrieve versions valid
at a particular time, but they do not support more general document query features.

One project related to our V2 project, and which supports retrieving pages that were
valid at a particular time is the Internet Archive Wayback Machine [13]. However,
they do not yet support text-containment or other temporal queries.

An approach to temporal document databases is the work by Aramburu et al. [3].
Based on their data model TOODOR, they focus on static document with associated
time information, but with no versioning of documents. Queries can also be applied
to metadata, which is represented by temporal schemas. The system is implemented
on top of Oracle 8.

The only research work we are aware of the directly focuses on access methods for
general temporal document querying, is [2] by Anick and Flynn which describes
how to support versioning in a full-text information retrieval system. In their pro-
posal, the current versions of documents are stored as complete versions, and back-
ward deltas are used for historical versions. This gives efficient access to the cur-
rent (and recent) versions, but costly access to older versions. They also use the
timestamp as a version identifier. This is not applicable for transaction-based docu-
ment processing, where all versions created by one transaction must have the same



timestamp. In order to support temporal text-containment queries, they based the
full-text index on bitmaps for words in current versions, and delta change records
to track incremental changes to the index backwards over time. This approach has
the same advantage and problem as the delta-based version storage: efficient access
to current version but costly recreation of previous states. It is also difficult to make
temporal zig-zag joins (needed for multi-word temporal text-containment queries)
efficient.

Storage of versioned XML documents is studied by Marian et al. [15] and Chien et
al. [7-9]. Chien et al. also considered access to previous versions, but only snapshot
retrievals. Algorithms for Temporal XML query processing operators are proposed
in [20].

In the context of querying semistructured data, Chawathe et al. [5,6] presented a
model for representing changes in such data, DOEM, and a language, Chorel, for
querying changes.

The inverted file index used as basis in our work is based on traditional text-
indexing techniques, see for example [26]. Our implementation into B-trees into
the V2 system has also been done in other contexts. For example, Melnik et al. [16]
describes a system where the inverted file indexes has been implemented in a way
similar to ours.

3 Context and assumptions

In this section, we first give a short introduction to text indexing, and then we give
an overview of the V2 temporal document database system.

3.1 Text indexing

The basic lookup operation in text indexing is to retrieve the document identifiers of
all documents that contain a particular word w. The most common access method
for text indexing is the inverted file, which is also the basis of our approaches.
An inverted file index is a mapping from a term (text word) w to the documents
dy,ds, ..., d; where the term appears. The collection of distinct terms wy, ..., wy
is called the vocabulary.

Posting lists. In the inverted file index, a posting list PL = (w,dy,ds, ...,d,) is
created for each index term, where w is the text word, and d; are the document
identifiers of the documents the term appears in. The tuple P = (w, d;), i.e., an in-
dex term and a document identifier, is called a posting. Traditionally the size of text
indexes is reduced by using some kind of compression. Compression techniques



usually exploit the fact that documents can be identified by a document number,
making them ordered, and that in this way each document number d; in the posting
list can be replaced by the distance d = d; — d;_;. This distance usually requires
a lower number of bits for its representation. Two examples of codings that can be
used for this purpose are Elias encoding [11] and variable length encoding [12]. In
our implementations, we use a light-weight coding as will be described later in this

paper.

Inverted-file index storage. An inverted-file index can be realized in a number of
ways, and the two most popular alternatives have been:

(1)

)

Using an index structure for the index terms (vocabulary), containing pointers
to posting lists that are stored separately in a heap file (a binary file manip-
ulated as if it were main memory). Nowadays, the vocabulary will normally
fit in main memory, making storage of the posting lists the critical issue. This
is the traditional approach, for example suited for libraries [25]. If the files
are static, 100% storage utilization can be achieved, and all postings related to
one term can be stored contiguously on disk, making subsequent retrieval very
fast. If incremental updates are allowed, a buddy system or chained overflow
blocks can be used. A buddy system with consecutively stored blocks in each
bucket has the advantage of fast retrieval because of sequential reading from
disk, but gives on average only 75% full buckets [10]. Chained overflow has a
higher space utilization for large lists, but retrieval can be inefficient as many
random reads will be necessary.

Many improvements to the basic structure have been proposed, and they

often make use of the important characteristic of inverted lists that over 90%
of posting lists will be relatively small (they follow a Zipfian distribution), and
that vocabulary will continue to grow indefinitely. This means we have a few
very large posting lists, and many small lists. One example is the approach
by Tomasic et al. [25] where short inverted lists (i.e., lists for infrequently
used terms) are stored together in buckets, and long inverted lists are stored
separately. A directory that can be resident in main memory is used to index
the long lists. When a bucket overflows, the largest short list in that bucket is
made a long list and stored separately. Incremental updates are supported by
maintaining in-memory lists which, based on certain policies, are periodically
merged with the lists on disk.
Storing the posting lists in the leaf nodes in the vocabulary index. This is
more suitable in the case of dynamic databases. One example of using this
approach is presented by Melnik et al. [16], in the context of a distributed
indexing system based on inverted files. Similar to our approach, they also
store postings in chunks in a B-tree index based on Berkeley DB.

Combinations of these alternatives are also possible. In general, the vocabulary
index is a multi-tree variant (usually B-tree), because this supports prefix searches
at no additional cost.



3.2 Anoverview of the V2 temporal document database system

The techniques described in this paper have been implemented in the V2 temporal
document database system. In order to make this paper self-contained, and provide
the context for the rest of this paper, we give in this section an overview of V2. For
a more detailed description, and a discussion of design choices, see [21].

3.2.1 Document version identifiers

A document version stored in V2 is uniquely identified by a version identifier
(VID). The VID of a version is persistent and never reused, similar to an object
identifier in an object database.

3.2.2 Time model and timestamps

The aspect of time in V2 is transaction time, i.e., a document is stored in the
database at some point in time, and after it is stored, it is current until logically
deleted or updated. We call the non-current versions historical versions. When a
document is deleted, a “tombstone” version is written to denote the logical delete
operation.

The time model in V2 is a linear time model (time advances from the past to the
future in an ordered, step-by-step fashion). However, in contrast to most other
transaction-time database systems, V2 does support “reincarnation”, i.e., a (log-
ically) deleted version can be updated, thus creating a non-contiguous lifespan,
with possibility of more than one tombstone for each document. Support for rein-
carnation is particularly interesting in a document database system because even
though a document is deleted, a new document with the same name can be created
at a later time (in the case of a Web-DW this could also be the result of a server or
service being temporarily unavailable, but then reappearing later). In a document
database system, it is also possible that a document was deleted by a mistake, and
with temporal support the document can be brought to life again by retrieving a
historical version and rewriting this as a new current version.

3.2.3 Functionality

V2 provides support for storing, retrieving, and querying temporal documents. For
example, it is possible to retrieve a document stored at a particular time ¢ or during a
particular period p. V2 also supports some basic operators. In contrast to many ex-
isting systems that support versioning of documents, time is an integrated concept
of V2, and is efficiently supported by the query operators.
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Fig. 1. The V2 prototype architecture.

V2 supports automatic compression of documents if desired (this typically reduces
the size of the document database to only 25% of the original size).

3.2.4 Design and implementation

The current prototype is essentially a library, where accesses to a database are per-
formed through a V2 object, using an API supporting the operations and operators
described previously. The bottom layers are built upon the Berkeley DB database
toolkit [22], which we employ to provide persistent storage using B-trees. However,
we will later consider using an XML-optimized/native XML storage engine instead.
Using native XML storage should result in much better performance for many kinds
of queries on XML documents, in particular those only accessing subelements of
documents, and also facilitate our extension for temporal XML operators.

The architecture of V2 is illustrated in Figure 1, and the main modules are the ver-
sion database, document name index, document version management, text index,
API layer, operator layer, and optionally extra structures for improving temporal
queries. We will now describe these modules/structures in more detail.

Version database: The document versions are stored in the version database. In
order to support retrieval of parts of documents, the documents are stored as a
number of chunks (this is done transparently to the user/application) in a tree struc-
ture, where the concatenated VID and chunk number is used as the search key. The
VID is essentially a counter, and given the fact that each new version to be inserted
is given a higher VID than the previous versions, the document version tree index
is append-only. This is interesting, because it makes it easy to retrieve all versions
inserted during a certain VID interval (which can be mapped from a time interval).
One application of this feature is reconnect/synchronization of mobile databases,
which can retrieve all versions inserted into the database after a certain VID (last
time the mobile unit was connected). In order to support reverse mapping from
VID to document name and time, this information, together with other low-level
metadata, is stored in a separate meta-chunk together with the document.



Document name index: A document is identified by a document name, which can
be a filename in the local case, or URL in the more general case. Conceptually, the
document name index has for each document name some metadata related to all
versions of the document, followed by specific information for each particular ver-
sion. For each document the document name is stored and whether the document is
temporal (i.e., whether previous versions should be kept when a new version of the
document is inserted into the database). For each document version, some meta-
data is stored in structures called version descriptors: 1) timestamp and 2) whether
the actual version is stored compressed. For some documents, the number of ver-
sions can be very high. In a query we often want to query only versions valid at
a particular time. In order to avoid having to first retrieve the document metadata,
and then read a very large number of version descriptors spread over possibly a
large number of leaf nodes until we find the descriptor for the particular version,
document information is partitioned into chunks. Each chunk contains a number of
descriptors, valid in a particular time range, and each chunk can be retrieved sepa-
rately. In this way, it is possible to retrieve only the descriptors that are necessary to
satisfy the query. The chunks can be of variable size, and because transaction time
is monotonously increasing they will be append-only, and only the last chunk for
a document will be added to. When a chunk reaches a certain size, a new chunk is
created, and new entries will be added to this new chunk.

We believe that support for temporal data should not significantly affect efficiency
of queries for current versions, and therefore either a one-index approach with sub-
indexes [19] or a two-index approach where current and historical information is
stored in different indexes should be employed. One of our goals is to a largest pos-
sible extent using structures that can easily be integrated into existing systems, and
based on this we have a two-index approach as the preferred solution. An important
advantage of using two indexes is that the current version index can be assumed to
be small enough to always fit in main memory, making accesses to this index very
cheap. The disadvantage of using separate current-version and historical-version in-
dexes, is potentially high update costs: when a temporal document is updated, both
indexes have to be updated. This could be a bottleneck. To avoid this, we actually
use a more flexible approach, using one index that indexes the most recent » docu-
ment versions, and one index that indexes the older historical versions. Every time
a document is updated and the threshold of n version descriptors in the current-
version index is reached, all but the most recent version descriptors are moved to
the historical-version index. This is an efficient operation, effectively removing one
chunk from the current-version index, and rewriting it to the historical-version in-
dex.

Text indexing: A text-indexing module based on variants of inverted lists is used
in order to efficiently support text-containment queries, i.e., queries for document
versions that contain a particular word (or set of words).

In our context, we consider it necessary to support dynamic updates of the full-



text index, so that all updates from a transaction are persistent as well as immedi-
ately available. This contrasts to many other systems that base the text indexing on
bulk updates at regular intervals, in order to keep the average update cost lower.
In cases where the additional cost incurred by the dynamic updates is not accept-
able, it is possible to disable text-indexing and re-enable it at a later time. When
re-enabled, all documents stored or updated since text indexing was disabled will
be text-indexed. The total cost of the bulk-updating of the text index will in general
be cheaper than the sum of the cost of the individual updates.

As mentioned previously, one of our goals is that it should be possible to use exist-
ing structures and indexes in systems, in order to realize the V2 structures. This also
applies to the text-indexing module. The text-indexing module actually provides
three different text-index variants suitable for being implemented inside ordinary
B-trees. All the variants have different update cost, query costs, and disk size char-
acteristics. The variant that is most likely to be used, uses one or more chunks for
each index word. Each chunk contains the index word and a number of VIDs. For
each VID inserted into the chunk, the size increases until it reaches its maximum
(we use a value of 400 bytes). At that time, a new chunk is created for new entries
(i.e., we will in general have a number of chunks for each indexed word).

As mentioned in Section 3.1, the size of text-indexes is usually reduced by using
some kind of compression. Given the moderate size of our chunks and the desire to
keep complexity and CPU cost down, we use a simple approach. We use a constant-
size small integer in order to represent the distance between two VIDs. Each chunk
contains the ordinary-sized VID for the first version in the chunk, but the rest of the
VIDs are represented as distances, using short 16-bit integers. In the case when the
distance is larger than what can be represented using 16 bit, a new chunk is started.

4 Temporal full-text indexing

In this section we first discuss query categories in temporal text queries in order
to show what kind of queries the access structures should support, and then we
describe the design of appropriate data structures.

4.1 Accesses in temporal text-containment queries
In non-temporal/current-version full-text indexes, we can divide typical accesses
into the following categories:

e OneWord/AllPost: Lookup for all postings for a word resulting from a one-
word query. An example of a query generating this type of lookups is “find all



documents that contain the word w”.

e RangeWords/AllPost: Lookup for all postings for a range of words with the
same prefix. An example of a query generating this type of lookups is “find all
documents that contain the words w=", where wx* denotes all words with prefix
w.

e OneWord/SubsetPost: Lookup for a (non-contiguous) subset of postings for a
word, using a document identifier as search key when searching in the postings
for the word w. This can for example be the case during a multi-word query
when a zig-zag join algorithm is used. In this case, not all postings for all words
need to be retrieved. An example of a query that generates this type of lookup is
“find all documents that contain the words w; and w,”.

e RangeWords/SubsetPost: Lookup for a subset of postings, for a range of words
with the same prefix. An example of a query that generates this type of lookup is
“find all documents that contain the words w;* and wq*”.

In temporal text-indexing we also want to support lookups in the temporal dimen-
sion. In our context, this means extending the access categories above to include
query on document versions valid at a particular time, and query on document
versions valid in a particular time range. An example of such a query is “find all
documents that contained the word w at time ¢”.

We assume that queries for complete words will occur more frequently than word
prefix queries. In order to reduce the complexity of the following discussion and the
process of analyzing the index alternatives, we will only consider the OneWord cat-
egories as described above. In all the techniques described here, supporting Range-
Words is straightforward.

When temporal support is added, we extend the categorization with a new parame-
ter, which is TSnapshot or TRange, giving the following categories:

(1) OneWord/AllPost/TSnapshot: Lookup for all postings valid at time ¢ for a
word resulting from a one-word query. An example query is “find all docu-
ment versions valid at time ¢ that contained the word w”.

(2) OneWord/SubsetPost/TSnapshot: Lookup for a (non-contiguous) subset of
postings for a word. An example of a query that generates this type of lookup
is “find all document versions valid at time ¢ that contained the words w; and
wy”. Another situation where only a subset of postings is accessed, is in a
query on the versions of a particular document (or a subset of the indexed
documents). An example of such a query is “find all document versions of
particular document that contained a word w at a particular time ¢.”.

(3) OneWord/AllPost/TRange: Lookup for all postings valid in the time range
[t1, to> for a word resulting from a one-word query ([¢1, t,> denotes a closed-
open interval). An example query is “find all document versions valid in the
time range [¢;, to> that contained the word w.”
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(4) OneWord/SubsetPost/TRange: Lookup for (non-contiguous) subset of post-
ings for a word. An example of a query that generates this type of lookup is
“find all document versions valid in the time range [t, t,> that contained the
words w; and w,”.

4.2 Access structures for supporting temporal text-containment queries

In this section we discuss possible techniques that can be employed in order to im-
prove performance in temporal text-containment queries. In general, the techniques
can be classified into:

e Techniques that 1) first perform a text-index query using an index that indexes all
versions in the database, followed by 2) a time-select operation that selects the
actual versions from stage 1 that were valid at the particular time or time period:
- Basic: No additional structures, but uses time information stored in the meta-
chunk (document version header) that is stored together with the document
version itself.

- TIVID index: Summary time index, map from time to VID.

- VIDPI index: Indexes validity time for versions, mapping from VID to time
period for every version.

e Techniques that use a temporal text index, so that a lookup L(w, t) in the index
only returns the VIDs of document versions that contained the actual word at the
particular time or time period, i.e., it is not necessary with any particular post-
processing of the VIDs or searching other access structures after the lookup in
the temporal text index:

- Temporal text index: A temporal text index realized by including the validity
time for each document identifier in the text index.

- Current-version text index: Use a separate text index for postings of current
version documents (i.e., non-deleted documents). Avoids postprocessing for
queries on current versions only.

The techniques will now be described in more detail.

4.2.1 Basic approach

The basic and straightforward implementation for solving temporal text queries is
to:

(1) Retrieve the VIDs of all versions that contain a particular word (or set of
words) by a lookup operation in the text index.

(2) Perform a time-select operation on the VIDs. The versions are indexed using
the VID, and the timestamp and document name is stored in a header together
with the document version itself, so that the time-select operation for a VID
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can be implemented by a lookup in the version database in order to find the
document name, followed by a lookup in the document name index in order
to find the end timestamp ¢ 5. With this information, it is possible to determine
whether the actual document version was valid at the time/period we query
for.

The text index lookup is relatively cheap, as many postings for a particular word are
stored clustered. However, the second phase is expensive: even if only the header
of the document version has to be read, a random read operation is needed for each
VID returned from the text index, and a random read operation is also needed for
a lookup in the document name index (although it can be assumed that many VIDs
actually represent versions of the same document, and this will in most cases reduce
the average number of random reads for document name index pages). In any case,
temporal text-containment queries for frequently occurring words can be very time
consuming if this technique is used.

It should be emphasized that even in applications where only a limited set of results
should be returned, for example maximum 10 matches, a much larger number of
versions might have to be checked before we reach the maximum number that
match on both word containment and validity time.

In practice many searches are for documents containing a set of words. In this
case, each additional word in the query in general reduces the number of possible
document versions. In many cases, the number of document versions matching all
words, and that have to be checked for validity time, can be low enough to also
make this basic technique feasible.

4.2.2 TIVID index

A simple and inexpensive technique that can reduce the number of document ver-
sions that have to be retrieved and checked for validity time is to use a time-
VID (TIVID) index. The TIVID index is created by writing a (time,VID) tuple
for each new VID. This list is append-only and the size of the entries is small, and
as such contributes very little to the total document update time.

When performing the time selection for a time ¢ or a time period ending with ¢,
we know that no version created after ¢ (or ¢z) can be a match. Thus, by a lookup
on ¢ in the TIVID index, we can determine the maximum VID that can possibly
match. On average, the use of the TIVID index reduces the number of versions that
have to be checked to 50% of the original number of versions. It can also reduce
the amount of postings that have to be retrieved from the text index. The postings
are stored in sequence according to the VID, so that during retrieval from the text
index we can stop when we come to a VID that is larger than the one determined to
be an upper bound.
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VIDs are assigned as integers increasing by one for each version, so that in the in-
dex we do not have to store the VIDs. An array of timestamps is sufficient, one for
each VID. In practice, a number of versions will have the same timestamp (created
by the same transaction), and we do not really need every timestamp as we use the
TIVID index only to determine a maximum bound. Thus, in the implementation
we only store the timestamp of every i** version. When the TIVID index is realized
as an array, ¢ has to be chosen when the database is created and kept constant. In
practice it is unlikely that a really bad value for ¢ will be chosen (values like 100 or
1000 are typical values that can be used). However, considering the consequences
and the fact that the TIVID index will still be very small, we decided in our im-
plementation to store both the time and the VID so that i can be changed later if
necessary. The size of the TIVID index will be relatively small compared to the
rest of the text index and the version database, so it should still be small enough to
always be resident in main memory.

Assuming the postings for each word in the text index are ordered on VID, it is
possible to use the VID retrieved from the TIVID index as a stop condition when
retrieving postings from the text index, and not only afterwards when the posting
list is processed. This will on average reduce the number of postings to retrieve
to 50%. This is especially beneficial in the case of frequently occurring words in
combination with query for a time not close to time ¢ ...

4.2.3 VIDPI index

The TIVID index only halves the number of versions that has to be checked during
the time-select phase. In addition, the TIVID index is not very useful in queries
for timestamps close to t = tx,,. The reason is that the TIVID index only gives
an upper bound of possible matches, and the reduction in the number of possible
matches is reduced as timestamps get closer t0 ¢t = txn,,,. When time t = ¢y
in the query, there is no reduction at all in the number of possible matches. One
step further from the TIVID index approach, is to store the validity period of every
version in a separate index. We call this index a VIDPI index, and it maps from VID
to period. That is, each tuple in the VIDPI index contains a VID, a start timestamp,
and an end timestamp. In the V2 prototype the VIDPI index is implemented as a
number of chunks, where every chunk is an array where we only store the start VID
to which the period tuples are relative. In this way we reduce the space while still
making delete operations possible.

Even for a large number of versions the VIDPI index is relatively small. It makes
it possible to avoid any lookups in the version database and the document name
index in order to determine the validity time of the version. However, the mainte-
nance cost is higher: in addition to storing the VID and timestamp at transaction
commit time by appending to the index, every document update involves updating
the end timestamp in the previous version, from U.C. (until changed) to a new value
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which is the start (commit) timestamp of the new version. However, considering the
initial text indexing cost for every version this cost is not significant in practice (see
Section 5.3.1).

Similar to the case when using a TIVID index, it is possible reduce the number
of postings to be retrieved from the text index if we can determine the maximum
VID that can possibly be an answer to the query. In the case of a TIVID index this
did not incur any additional cost, because the lookup in the TIVID index in order
to determine the maximum VID would have to be done in any case (that was the
purpose of the TIVID index). In the case of the VIDPI index, determining the max-
imum VID is more expensive. Instead of one lookup as in the TIVID index case, a
number of lookups using binary search is necessary in order to find the maximum
VID. However, if we assume the VIDPI index is resident in main memory, this is
not a problem.

4.2.4 Temporal text index

Our first approach to solving the temporal text containment problem was actually
to try to develop a temporal text index. Possible approaches include:

e Store the time together with the posting.

e Consider time, word, and VID as three dimensions and index accordingly in a
multidimensional index structure.

e Store a separate temporal subindex in the text index for each index term.

4.2.4.1 Posting-time approach The basic approach is to store time together
with the posting. However, for several reasons we do not consider this to be a good
alternative:

e The size of the index would increase considerably, even though timestamps also
could be encoded as differences (similar to our storage of VIDs in the text index,
note however that using a granularity of seconds in timestamps, 16 bits would
only be enough for a difference of 18 hours).

e In order to be useful, both the start and end timestamps are needed. This will
result in a more expensive document update.

4.2.4.2 Indexing dimensions A multidimensional indexing technique, for ex-
ample an R-tree variant, can be used to index the postings in a 3-dimensional space,
with time, word, and VID as the dimensions. However, R-trees are best suited for
indexing data that exhibits a high degree of natural clustering in multiple dimen-
sions [23]. This is not the case in our context, and one of the results would be a high
degree of overlap in the search regions of the non-leaf nodes. Although a segment
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R-tree can reduce this problem, it will have a higher insert cost [23]. The fact that
we do not know the end time of a new word occurrence further complicates the use
of an R-tree (although this problem can be solved [4]). Another problem using an
R-tree is that words would have to be replicated, something that would consider-
ably increase the size of the tree. In general, it is better having a “less efficient”
access methods where most of the structure can stay in main-memory buffers, than
a “more efficient” access method where more disk accesses are needed in practice.

4.2.4.3 Temporal subindexes A separate temporal subindex for each index term
in the text index can be maintained. The temporal index can be based on one of the
well-known temporal access methods, for example the TSB-tree [14]. Again there
is a possibility of much replication and the problem of ever-increasing end-time
for current versions. However, what we consider to be the most important problem
with this approach is that it is difficult to integrate into existing systems, making it
less attractive in practice.

4.2.5 Separate current-version text index

In many application areas, queries on current version documents can be assumed to
dominate. In this case, a separate text index for words occurring in current version
documents can be beneficial. The advantages of this approach are that the current-
version text index will be smaller than the index that indexes all document versions,
and there is a higher probability that the relevant parts of the index will be resident
in memory, so that few disk accesses will be needed. However, there are also some
possible disadvantages with this approach:

(1) Using two indexes means duplicating the indexed key (word) and their asso-
ciated overhead.

(2) In many temporal queries, both indexes have to be searched (for example,
when we ask for a version valid at time ¢, this can be an historical version, or
it can be the last/current version).

(3) The maintenance cost is much higher. For example, when a document is up-
dated, the entries reflecting the words in the previous document have to be
moved to the index that indexes historical versions. If the postings are stored
sorted (which is useful for, e.g., zig-zag joins), the insert operation is more
complicated than when entries are just appended, and it is also more difficult
to maintain a high page-fill factor.

Whether or not using a separate current-version text index is beneficial depends
heavily on the document update rates (note: not the create rate) and the fraction
of queries that are to current-version documents. We believe the separate current-
version text index can be useful in many application areas, together with one of
the other approaches. Thus, we consider the question of having a separate current-
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version text index or not to be orthogonal to the main issue of this paper, and in
order to emphasize the main topic of this paper we do not discuss it further.

4.2.6 Discussion

Based on the discussion above, we consider a VIDPI index in combination with a
text index to be most efficient for queries. However, with small documents (or other
contexts, e.g., relational or object databases), it could increase the update cost more
than desired. In that case, the TIVID index could be an alternative. An important
advantage of using an approach based on the TIVID or VIDPI index is that in many
systems, the complete TIVID/VIDPI index and the text index can be kept in main
memory. The size of text index plus the TIVID or VIDPI index will still be less than
10% of the size of the version database in typical cases. By efficient use of these
indexes, only the document versions that are actually wanted need to be retrieved,
and normally the most frequently accessed of these can be kept in a buffer.

5 Performance

The performance of a system can be compared in a number of ways. For example,
benchmarks are useful both to get an idea of the performance of a system or a
technique, as well as comparing the system with similar systems. However, to our
knowledge there exist no benchmarks suitable for temporal document databases.
An alternative technique that can be used to measure performance is the use of
actual execution traces. However, again we do not know of any available execution
traces (this should not come as a surprise, considering that this is relatively new
research area). In order to do some measurements of our system, we have created
an execution trace based on the temporal web warehouse described in Section 1.

5.1 Acquisition of test data and execution trace

In order to get a reasonable amount of test data for our experiments, we have used
data from a set of web sites. The available pages from each site are downloaded
once a day, by crawling each site starting with the site’s main page. This essentially
provides an insert/update/delete trace for our temporal document database.

In general, many web sites have relatively static pages, and the main cost is the first
loading of pages. The cost of storing this kind of sites can be considered equal to
loading the first set of pages as described above. The maintenance cost for such
sites is only marginal (although determining whether a page has changed or not
incurs a non-marginal cost). However, other sites are more dynamic. We wanted to
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study maintenance of such sites, and in order to achieve this, we used a set of sites
that we expected to be relatively dynamic. This included local pages for courses at
our university, and a number of online versions of major newspapers (here the main
pages are dynamic, but the articles themselves fairly static, although some of them
are actually edited after publication).

The initial set of pages was of a size of 91 megabytes (MB) (approximately 10000
web pages). An average of approximately 500 web pages were updated each day,
approximately 300 web pages were removed (all pages that were successfully re-
trieved on day d; but not available on day d;,,; were considered deleted), and ap-
proximately 350 web new pages were inserted.

The average size of the updated pages was relatively high, resulting in an average
increase of the version database of 45 MB for each set of pages loaded into the
database.

We kept the temporal snapshots from the web sites locally, so that insertion to
the database was essentially loading from a local disk. In this way, we isolated
the performance of the database system, excluding external factors as for example
communication delays.

For our experiments, we used a computer with a 1.4 GHz AMD Athlon CPU, 1 gi-
gabytes (GB) RAM, and 3 disks each with capacity 18.4 GB. One disk was used for
the operating system (FreeBSD) and the V2 system, one for storing the database
files, and one for storing the test data files (the web pages). The version database
and the text index had separate buffers, and the size of these were explicitly set to
100 MB and 200 MB, respectively.

5.2 Measurements

We now describe the various measurements we have done.

Loading and updating. The first part of the tests is loading data into the database.
Loading data into a document database is an expensive operation, mainly because
of the text indexing. Our text indexes are dynamic; i.e., they are immediately up-
dated. This implies that in the case of frequent commit operations, the result will
be a very low total update rate. However, for our intended application areas we ex-
pect large amounts of data to be loaded in bulk in each transaction. For example,
in the case of the web warehouse application we assume commit is only performed
between each loaded site, or set of sites. We load all the updates for one day of
data in one transaction. For each parameter set, we measure the cost in terms of
used time for a number of operations. The most important measurements, which
are discussed in this paper, are:
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e The update cost for the last transaction, when the last set of documents is applied
to the system. This cost will increase with increasing database size. With small
database sizes, the buffer space is larger than the size of the database. This makes
operations like retrieval of previous versions for comparison purposes cheap. As
the database increases and it does not fit completely in main memory any more,
the update cost increases.

e After the initial updates based on test data, we also insert a total of 10000 new
pages with document names not previously found in the database, in order to
study the cost of inserting into a database of a certain size, compared to updates
(when inserting, no comparison with a previous version is necessary).

e In order to study the cost of insertions of individual documents, when only one
document is inserted during one transaction, we also insert a number of docu-
ments of different sizes from 800 bytes to 30 KB, using a separate transaction
for each. As a measure of this cost, we use the average time of the insertion of
these documents. Because we have not enabled logging, the result is that ev-
ery disk page changed during the transaction has to be forced to disk. This is a
relatively costly operation.

Query and retrieval. After loading the database, we performed tests to measure
the basic query performance. The operations are text lookup of single words, with
some additional temporal operations as described below. In this paper, we give the
results for two categories of words:

e Frequently occurring words. We define a “frequently occurring word” as a word
that appears in at least 10% of the documents. In our database, all postings for
one frequently occurring word typically occupies in the order of 10 disk pages.

e Moderately frequent words. We define a “moderately frequent word” as a word
that occurs in approximately 0.5% of the documents. In our database, all entries
for a moderately frequent word fit in one disk page (but are not necessarily stored
in one disk page, because the chunks can be in two different pages).

It should be noted that we have also studied a third category of words, infrequently
occurring words, where each word only exists in a few documents. Due to the fact
that these results give no new insight into the problem, we do not comment further
on this category.

For each query we used different words, and for each query type we used several of
the words and used the average query cost as the result. In practice, in an application
a set of such basic operations will be used, and only the resulting documents are
to be retrieved. Thus, for each query we do not retrieve the documents; we are
satisfied when we have the actual VIDs available (the retrieval of the actual versions
is orthogonal to the issue we study here). The query types used were:

e AllVer: All document versions, current as well as historical, that contain a par-
ticular word.
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e TSelCurrent: All currently valid document versions that contain a particular
word.

e TSelMid: All document versions valid at time ¢ that contained a particular word.
As the value for time ¢ we used the time when half of the update transactions
have been performed. We denote this time ¢t = t ;4.

e PSelF: All document versions that contained a particular word and were valid
sometime in the period from the first insertion into the database and until ¢ =
taid-

e PSelL: All document versions that contained a particular word and were valid
some time in the period from ¢ = ¢,,,4 and the current time ¢ = t x4

For all containment queries involving time, the meta-chunk of the actual versions
has to be retrieved when we have no additional time indexes (TIVID or VIDPI in-
dexes).

5.3 Results

We now summarize some of the measurement results. The sizes given on the graphs
are the sizes of the version databases in MB, and the measured time is given in
seconds. As described, the first transaction loads 10000 documents, giving a total
database size of 91 MB, and each of the following transactions increases the size
with an average of approximately 45 MB. The final size of the version database is
9.7 GB (or 2.0 GB if we enable compression).

5.3.1 Load and update costs

The initial loading of the documents into the database was most time consuming,
as every document is new and have to be text indexed. The loading time of the
first set of documents (inserting 10000 documents) was on average 55 s. At sub-
sequent updates, only updated or newly created documents have to be indexed. In
this process, the previous versions have to be retrieved in order to determine if the
documents have changed. If a document has not changed, the new version is not
inserted. Figure 2a shows this update cost for different database sizes. The cost of
updating/inserting a set of web documents increases with increasing database size,
because the probability of finding the previous version in the main memory buffer
is reduced. The same applies to pages in the text index where postings have to be
inserted. It is interesting (but comes as no surprise) that employing a TIVID or
VIDPI index incurs only a marginal extra cost.

If a document does not already exist in the database (the name is not found in
the document name index), there is no previous version that has to be retrieved.
However, it is guaranteed that the document has to be inserted and indexed. This is
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Fig. 2. Load and update performance.
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more expensive on average. This is illustrated in Figure 2b which shows the cost of
inserting a set of new documents into the database as described previously.

Figure 2c illustrates the average cost of inserting a single document into the database,
in one transaction. The cost increases with increasing database size because pages

in the text index where postings have to be inserted are not found in the buffer.

It also illustrates well that inserting single documents into a document database is

expensive, and that bulk loading, with a number of documents in one transaction,

should be used when possible.

5.3.2 Query costs

Figure 3 illustrates the cost of retrieving the VIDs of all document versions con-
taining a particular word. As expected, the cost increases with increasing database
size. The main reason for the cost increase with smaller database sizes is a higher
number of versions containing the actual word, resulting in an increasing number of
VIDs to be retrieved. When the database reaches a certain size, only parts of the text
index can be kept in main memory, and the result is reduced buffer hit probability
(as is evident by the sharp increase when the database size reached 7 GB).

Figure 4 illustrates the average cost of retrieving the VIDs of all document versions
valid at time t = t,;;4 that contained a particular word. The first thing to note
is the improvement from using a TIVID index compared to no time index (basic
approach). As expected, for larger databases, the query cost is reduced to half of the
original cost. However, the real improvement comes from using the VIDPI index.
For frequently occurring words, the query cost is reduced to 0.4% of the original
cost. The VIDPI index will in general be small enough to fit in main memory, so
the main cost here (60%) is to actually retrieve the VIDs from the text index. This
also illustrates the potential benefits of developing a good temporal text index (this
is left as further work), where only a subset of the postings had to be retrieved. For
moderately frequent words, the performance gain using the VIDPI index is even
higher.

As noted in Section 4.2.3, the TIVID index is not very useful in queries for times-
tamps close to ¢ = ty..,. This is illustrated in Figure 5, where the query is for all
current versions containing a particular word. The costs for TIVID index and using
no time index overlaps, as expected.

Figure 6 shows the cost for queries for document versions valid sometime during
a time period and that contained a particular word. Figure 6a shows the cost of a
query for the period from first insertion until the mid point, and Figure 6b shows
the cost of a query for the period from the midpoint until ¢ ... In the first case,
the TIVID index reduces the cost to the half, but in Figure 6b we again see the
shortcomings of the TIVID index in queries where the time is close to or equal to

tNow-
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Fig. 3. Text containment, all versions.
5.3.3 Summary

As can be seen from the figures, using a TIVID or VIDPI index incurs only marginal
extra cost. Maintaining the VIDPI index in our context is only marginally more
costly than using the more query efficient VIDPI index, so we conclude that with
normally sized documents as we have used here, the VIDPI index should be the

preferred choice.

It should be noted that in the time measurement the database overhead is included.
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Fig. 4. Temporal text containment, time selection at time ¢ = ¢ 57;4.

However, the basic cost due to overhead is the same for all alternatives.

6 Conclusions

We have in this paper described how to manage documents and index structures
in temporal document databases in a way that makes temporal text-containment
querying feasible. We described and discussed different algorithms and index struc-

23



1000 T T T T T T " T T
No Timeldx ——
TVArray 8
VPArray ---=--
100 + E
Y
g 10t} |
£
1t . ]
Ol /”/1/ 1 1 1 1 1 1 1
1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Size of version database/MB
(a) Frequent words.
100 T T T T L T T
No Timeldx ——
TVArray -8
VPArray ---=--
10 1
1 L 4
(2
@
£
|_
0.1 1
001 | e ]
0001 1 1 1 1 1 1 1 1

1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Size of version database/MB

(b) Moderately frequent words.

Fig. 5. Temporal text containment, time selection of current versions at time ¢t = ¢ yow.

tures that can be used to improve such queries, and why some of the alternatives are
not suitable in practice. We implemented three of these structures in the V2 tem-
poral document database system, and based on tests with temporal web data we
studied the performance of the index structures.

The most important conclusion is that even these simple access structures can give

a very high performance improvement. Traditional structures can be used, and the
additional update cost is only marginal.
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The techniques described in this paper are also applicable for indexing text at-
tributes in temporal relational and object databases. However, there is an important
difference that has to be kept in mind: a tuple/object is in general much smaller than
a document, and the typical text attribute will have only a few words. As a result,
the TIVID/VIDPI index maintenance cost will be more costly compared to the text
indexing cost than in the document database case.

Future works include a theoretical analysis of the algorithms and access methods
used in this paper. We also plan to study closer what we see as the main bottleneck
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in our application area, the document update and insert operations. Due to the text-
indexing cost it is in general quite expensive. We believe that further work should
focus on reducing these costs, for example using an approach based on structures
like the LHAM [17] or the Persistent Cache [18].
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