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Abstract

In modern heterogeneous environments, such as mobileageevand ad-hoc networks, architec-
tures based on web services offer an attractive solutioaffective communication and inter-operation.
In such dynamic and rapidly evolving environments, effitigab service discovery is an important task.
Usually this task is based on the input/output parameteoshar functional attributes, however this does
not guarantee the validity or successful utilization ofiested web services. Instead, non-functional at-
tributes, such as device power features, computationalireas and connectivity status, that characterize
the context of both service providers and consumers playngoritant role to the quality and usability
of discovery results. In this paper we introduce contexét@mess in web service discovery, enabling
the provision of the most appropriate services at the rigbation and time. We focus on context-
based caching and routing for improving web service disgoirea mobile peer-to-peer environment.
We conducted a thorough experimental study, using our pq@oimplementation based on the JXTA
framework, while simulations are employed for testing tbalability of the approach. We illustrate the
advantages that this approach offers, both by evaluatiagdimtext-based cache performance and by
comparing the efficiency of location-based routing to bozesttbased approaches.

1 Introduction

An increasing amount of data and services are becomongextual in the sense that context is inherent
in the relevant metadata information. In addition, serviaklso becomeontext-awargso that results are
returned based on context. A simple specific example is itmtatependent services, which deliver re-
sults based on location of the requestor. However, locatigust one dimension of context. A further
extension naturally includes time (spatio-temporal ceitdutcontext can also be generalized to an arbi-
trary number of dimensionBhe contextual dimensions can for example be the resuéirefar information
like temperature or speed, constraints that depend onabiléi of resource like bandwidth or display
characteristics, but also human factors like personaltfabid social environment.

An example of a simple context-aware queryfiad images of local monumentssubmitted by a user
currently walking near Acropolis in Athens using a devicatttan display images of size at most 640x480
pixels. Apparently the user searches for low quality imaafébe monuments on/around Acropolis hill. In
this case, images of monuments far away from the query meati of quality higher than the capabilities
of the requestor device are irrelevant for the query. Thath) the location of the requestor and the device
capabilities have a significant impact on the query prooggsian. Generalizing the above, such implicit
- contextual - information related to the query or the devieeds to be taken into account to increase
effectiveness of query processing and quality of the result

It is thus natural that future mobile web services will berelaterized by an arbitrary number of con-
textual dimensions. In this paper, the term service referseb services as defined by the W3@n

1W3C, Web Services Architecture. W3C Working Group Note 1hrBary 2004. http:/ww.w3.0rg/TR/2004/NOTE-ws-arch-



important challenge is how to find appropriate web serviceset on context, i.econtext-aware web
service discoveryWeb service discovery from handheld devices differs froaditional web service dis-
covery. The dynamic features of terminals - such as hetestyeavailability, mobility - that act as service
providers and share data, resources and functionalityereaisting discovery mechanisms designed for
stationary web services problematic. Mobile devices, iedipeir fast technological advances, still impose
restrictions with respect to processing power, storageesgnergy consumption and bandwidth availabil-
ity (Jensen, 2002).

Modern mobile devices are able to produce a wide range of ffaia multimedia files (images or
video) to environmental measurements (for devices eqdippth sensors). The heterogeneity of this
information calls for a globally acceptable way for accesd aharing, hence the use of web services is
adopted. In our application scenarios, each mobile devayehmnst a set of web services to enable access to
different types of information. A wide variety of applicatis can benefit from such mobile web services,
among others: peer-to-peer content sharing, provisionyonfohic or real-time navigation information,
smart homes, detection of emergencies.

The fundamental mechanism for web service discovery isyipgiservice directories, i.e., registries
of service descriptions that facilitate web service disggbased on specific parameters. A context-aware
service directory (Doulkeridis et al., 2003; Doulkeridigldvazirgiannis, 2004) increases the precision and
efficiency of web service discovery by matching the contéxte user submitting a request against the ser-
vice's contextual information. Moreover, lack of scal@iand thesingle point of failurgoroblem require
distribution of service directories. One suitable solatfor solving this problem is to use a peer-to-peer
(P2P) architecture. In our approach, the service direzi@ie maintained by servers, each responsible for
a particular geographic area. Each server maintains axteatere service directory, storing information
about all published web services in the corresponding &lehile devices perform web service discovery
guerying the server responsible for their area. The seofedéfferent areas are interconnected in a P2P
network, essentially functioning as super-peers.

The challenge we tackle is efficient discovery of web sesiickn this paper we present algorithms
for context-based searching in the P2P network of serviettiries. The baseline search mechanism in
unstructured P2P networks is broadcast-based, known alrftpadHowever this results in excessive com-
munication cost and low granularity of search. It also imgso& query horizon to the service request, hence
it is inappropriate for locating remote or rare contentsrtifermore contextual information is ignored,
resulting in low quality web service discovery. In order émluce the search cost and improve the search
quality, we introduce context-based caching into the &echire. In this way, the results of context-aware
service requests are cached, in order to save the processitgyof subsequent identical requests. These
results (service descriptions) are of improved quality thucontext-awareness, and they can also be par-
ticularly useful when the query workload distribution isesled. When the query horizon is not adequate
for serving the service request, we propose context-bamgthg as a mechanism that aims to locate web
services residing outside the query horizon.

The main contribution of this paper is the integration oftesttual information in P2P web service dis-
covery, providing an architecture and algorithms for effiticontext-based caching and routing. Based on
a prototype implementation we conduct experiments evialg#hie performance of web service discovery
based on parameters such as context (location), cacheysizey, load distributions, starting threshold for
caching, etc. We also study a particular type of contexeasuting, location-based routing and show
how this ensures effective location-based service disgovkhis paper is a revised and substantially ex-
tended version of an earlier conference paper (Doulkeeidid., 2005), where we presented our approach
regarding P2P service discovery based on caching and ¢eaexeness. We now extend this work, by
studying context-based routing of web service requestsRaR architecture of service directories. This
proves to be a promisingly scalable solution towards disted and context-aware service discovery. In
particular, the contents of Sections 4.1, 4.3, 5.2 areaptirew.

The remainder of the paper is structured as follows. In 8e@iwe present related work. In Section 3
we present our context model for context-aware web serejggesentation and we describe the MobiShare
architecture for mobile web service discovery. In Sectionvé discuss query processing, particularly
context-based caching and location-based routing, basedmtextual queries for web services in a P2P
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architecture of service directories. Section 5 presem®#perimental results. In Section 6, we conclude
the paper and describe future research directions.

2 Related Work

Distribution of service registries has emerged as a negaadiighly dynamic mobile environments. This
also holds for static architectures. For example, the ial@DI specificatioR addresses this challenge,
however its perspective is orthogonal compared to our ambr.dJDDI focuses on avoiding key collision,
when generating unique service keys in different registrie

Recently, several research initiatives have identifiechthel for enhanced service directories (Akkiraju
et al., 2003; Jeckle and Zengler, 2002; ShaikhAli et al., @0 extended service descriptions. The WASP
project (Pokraev et al., 2003) extends the functionalityJ&fDI by introducing UDDI+, an attempt to
improve the existing service discovery mechanisms reggrsiemantic and contextual features. The CB-
SeC framework (Mostefaoui and Hirsbrunner, 2003) atterrgpé&iable more sophisticated discovery and
composition of services, by combining agent-oriented anmdext-aware computing. Lee et Helal (Lee and
Helal, 2003) also argue in favor of providing support for ext-awareness by means of service registries
and they propose the use of context attributes, as part skttvice description. For a recent review on web
service registries see (Dustdar and Treiber, 2005).

Service discovery in pervasive environments (Zhu et aD52@lso calls for context-aware support, in
order to make service discovery more efficient by intelligeriection of directories with relevant services.
In (Chakraborty et al., 2006), an approach for distributedise discovery is presented based on P2P
caching of service advertisements. Services are orgaiszdrchically and they are described using
OWL to support semantic discovery.

In (Schmidt and Parashar, 2004), an approach for decergtdalveb service discovery based on P2P
technology is presented. A global service discovery agchitre (GloServ) is presented in (Arabshian
and Schulzrinne, 2004), where services are organized hasdocation hierarchically, similar to DNS
domain names. Our work is also related to research in thedneaation-based services, which covers
one of the possible dimensions, i.e., areas, in our contelxtgJensen et al., 2004) modeling of this
dimension is studied. Another relevant research work isgrted in (Lee et al., 2002), which is about
location-dependent information services in pervasive ating environments. In (Steen and Ballintijn,
2002), services are organized hierarchically in a distedisearch tree and the authors focus on avoiding
bottleneck problems on high-level nodes.

In (Baggio et al., 2001) Baggiet al. describes the location service in Globe. In order to desgna
objects, the Globe location service uses unique identifidrish they callobject handle This handle is
location independent. The location of an object is desdritne means of @ontact addressThe Globe
location service is based on a hierarchical organizatigeofjraphical/administrative/network-topological
domains. Each domain is represented by a directory nodeomeible for keeping track of all objects in
its domain. For each object, the node either hasratact recordwith the object address, orfarwarding
pointerindicating that the information is stored lower in the tree.

There is an increasing interest in the research communiytataching in P2P networks. One of
the first approaches to P2P caching was presented in (lydr, 2082). A set of nodes cooperate to
function as a traditional Web cache. In (Patro and Hu, 200 locality of queries in a Gnutella P2P
network is presented, and a transparent query caching scieeproposed. Cache updates of mobile
agents organized in a P2P manner is discussed in (Leongiadis 2004), whereas an approach regarding
distributed caching in Gnutella-like networks, based atritiuting the query results among neighboring
peers, is presented in (Wang et al., 2004). In (Hu et al., 2aBé authors propose building a P2P service
directory by grouping together service entities semalyican (Zheng et al., 2002), cache invalidation
for location-dependent data is discussed and two new cagh@cement policies are proposed. Recently
taxonomy caching has been proposed as a scalable approaetifservice discovery, which extends the
query horizon in unstructured P2P networks (Ngrvag e2806). Compared to the above, our approach
deals with caching in P2P service directories, where conétguery workloads initiate caching of service
descriptions, in order to augment the performance of semigcovery.

2The UDDI specification version 3.0t t p: / / www. uddi . or g.
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Figure 1: (Left) Conceptual model for context hierarchy.igtiR) Different context hierarchies for each
contextual dimension.

3 DataMode and Architecture

Our approach to web service discovery is based on the notiarservice directory and in particular we
considercontext-aware service directorié®oulkeridis et al., 2003) that support maintenance of eont
tual metadata for each web service. In our approach, thisegtual information persists as part of the
service directory and it is not maintained as a separate &gternal to the web service architecture. This
facilitates context-aware service requests aiming toadisc more appropriate web services to the user
needs. In this work, we stress the importance of taking inbmant context in forming and processing user
gueries. In (Doulkeridis et al., 2003), we have studied #ediits of context-awareness to the efficiency of
processing and in the quality of the results. Any attempatilie mobile service discovery, without taking
into account the involved contextual parameters, is boarfdit because it leads to: 1) small precision of
the search, 2) extremely large volume of exchanged date8)etime-consuming process that is annoying
for the user (Doulkeridis and Vazirgiannis, 2004).

In the rest of this section we describe the data model foreog@mépresentation of web services and we
present the overall decentralized architecture of P2Rcsedirectories.

3.1 Context Modd

The data model assumed in our work isantext hierarchyas illustrated by an example in Figure 1 (left).
The basic representation entity is tbentextual path In general, a contextual path is an ordered set of
attributes (also calledimensionpthat have been assigned values of a specific data type. Titextoal
path indexes one or more web services. The combination pbaBible contextual paths within a service
directory results in a context hierarchy. Note that in theecaf a contextual dimension where this is not
possible, we can always represent it as a degenerate Ihigithat consists of one level only. However, in
general, the hierarchical representation model adopterfbecontextual service descriptions follows the
same principles as the most popular and widely used hidcalahodel (XML), which is the cornerstone
of all standardization efforts in the service-oriented ior

Mobile users issue keyword-based service requests thaearantically disambiguated by means of a
service hierarchy (i.e. a set of service categories whidbisain-specific and is organized in a hierarchical
structure) (Valavanis et al., 2003), thus leading to th@seise categories relevant to the user request. At
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Figure 2: MobiShare and CAS architecture.

the same time, a contextual query is formulated, descritiieguser’s current situation, in order to be

issued to the context-aware service directory. In this pape focus is on contextual query processing,
after having found the relevant service categories. Theofisentext-awareness in the service discovery
process constitutes a filtering mechanism on the returneites, thus increasing the precision of retrieval.
The issue of semantic service discovery will not be furtltelrassed in this paper.

The choice of a hierarchical representation of contexr&gtforward for several types of context. In
the case of location, geographical information supporshilerarchical notion in itself; countries consist
of cities, each city has districts, and each district istfertsplit into neighborhoods and streets. This
is an example of disjoint contexts, i.e., the same dist@etnot belong to two different cities. In other
cases, a context may belong to more than one contextual gathexample, a service-specific contextual
parameter, such as its average processing time may be preicetthe context hierarchy, by the bandwidth
availability for accessing the service or by the hostingickecharacteristics. This results in contextual
subpath replication in some parts of the context hierarebiyhat in order to allow easier management of
contextual paths and support higher context granulahig/cbntext hierarchy will be implemented using a
separate hierarchy for each dimension, as illustratedanitiht part of Figure 1. We will elaborate more
on this later in Section 4.2.1.

Definition: Given a set oD contextual dimensions, we define a context hieraddtsuch as:H = UH;
with (i = 1..|D|), whereH, is an arbitrary hierarchical ordering of the values of eamfitext domain.

Query and update algorithms for a hierarchical context rhade usually similar to algorithms for
tree-based representations. In previous work, we havéestibth query (get a service based on its con-
text) (Doulkeridis et al., 2003) and update (update theexdardf a service, insert new service) (Doulkeridis
and Vazirgiannis, 2004) algorithms for a contextual motlet resembles one hierarchy. In general, these
algorithms are variations of breadth-first or depth-firstrel, according to the specific problem require-
ments.

The context hierarchy is used to support service requests;dfiorth also referred to as query for
services. The queries are enriched with a contextual ghetycaptures the context of the request. The set
of servicesS that satisfy a request is the intersection of the servigehat match the topic of request, and
the servicesS, that match the context of the requeSt= S; N S..

While the context model is general enough to be applied iaratbmains, we focus on mobile environ-
ments in this paper. Even though we believe that the valuemtext is elevated by mobility, the scope of
our work can be easily extended in any context-aware doraailtpng as the necessary context hierarchies
are defined for the particular domain.

3.2 Architecture

The work presented in this paper is done in the context of tdiBhare architecture (Valavanis et al.,

2003). MobiShare provides an infrastructure for ubiqustowbile access and mechanisms for publishing,
discovering and accessing heterogeneous mobile resaaradarge area, taking into account the context
of both sources and requestors. As illustrated in Figurg 2MabiShare consists of numerous wireless



network access points that partition the geographicaldimeensional space into areas of coverage called
cells Mobile users carrying portable devices stroll around dmakes their data through web services.
Besides mobile web services, there may also exist a varfettationary web services in the surrounding
environment. Within each cell, eell administration serve(CAS) is responsible for device monitoring
and management, as well as for indexing the contents anitssmprovided by the mobile devices. Data
sharing web services are just one type of context-awarécgstvThere are also web services that provide
aggregated environmental information, like temperatlighting conditions, amount of traffic, gathered
from static sensors or mobile sensors attached to devices.

The CAS architecture is illustrated in Figure 2(b). Each QA&intains acontext-aware service di-
rectory (CASD) that stores information about all published sersiicethe corresponding cell. Apart from
CASD, a CAS consists of the following modules: TAS-2-CAS communication controlleontaining
addresses of other CASs and responsible for managing étitara with other CASs, 2%ervice Manager
containing the CASD, &ervice Taxononmgnd aService Description Repositqr§) Device Controlleithat
manages the device-specific informationP&vice Repositorgtoring a list of all devices in the cell along
with their profiles, 5)Request Handlefor receiving incoming service requests, ands@yvice Publisher
for publishing service descriptions.

CASs are only aware of neighboring CASs, so global knowledtjee network topology is unavailable.
In this sense, the CASDs form a super-peer network, with theshpeers being the mobile devices that
offer mobile web services. This approach is robust and btsglaecause it ensures system operation even
during the failure of some nodes, and also allows dynamidiaddor removal of CASDs. In this paper
we are mainly interested in studying context-aware serdiseovery in this P2P network of CASDs, so
henceforth they will also be callgzkersfor simplicity.

3.3 Realizing Context Processing with SOAP and WSDL

The context processing features of the proposed architecain be realized with base web services stan-
dards such as SOAP and WSDL. Compatibility with these staitsda important as context has a key role
in service-oriented architectures situated in a mobilewriduitous computing environment.

The capability of a node, either a CASD or mobile terminalptocess context information (and
probably adapt its behavior upon it) is realized as a WSDLf@aure componepidentified by a URI,
e.g.http://web- servi ce- st andar ds. or g/ base- ext ensi ons/ cont ext - pr ocessi ng.
Features are a basic extension mechanism of WSDL 2.0 anelseagirabstract functionality that charac-
terizes the message exchange specified by an operatioredagd. Examples of such functionality are:
reliable and secure transfer of messages, message raudinglation etc.

Thecontext-processinfgature complements the message exchange during sersaevdiy and pub-
lishing (and generally of any context-aware operationhwiformation related to the context of the inter-
acting parties. It specifies the capability of the node impdating the "context-aware” operation to extract
and take into account context information, but not the datiag that this information is used by the oper-
ation. The way that context enhances the behavior of theatiparis part of the operation specification.

For purposes of illustrating the above concepts, a WSDL 8deexcerpt of the interface provided
by CASDs’ is provided below. CASD operations are groupednya YWSDL interfaces, a search and a
publishing interface. The search interface comprises efatppns for submitting service discovery requests
to a service directory either from user terminals or peezalories. As regards the publishing interface it
is used by user terminals for registering to service dimgescand managing their published services. The
enhancement of one or more of the following operations withcbntext processinggature is expressed
with a respective WSDL feature element.

<descri ption
xm ns="http://ww. w3. or g/ 2006/ 01/ wsdl "
t ar get Nanespace="htt p://cs. aueb. gr/ wsdl / casd"
xmns:tns="http://cs. aueb. gr/ wsdl / casd"
xm ns: wsoap="http://ww. w3. or g/ 2006/ 01/ wsdl / soap" >

3Web Services Description Language (WSDL) Version 2.0 Par€are Language.ht t p: / / www. w3. or g/ TR/ wsdl 20.
World Wide Web Consortium Candidate Recommendation, 2006.



<types> ... </types>

<interface nanme="serviceDi scovery">
<operati on nane="search"
pattern="http://ww. w3. or g/ 2006/ 01/ wsdl /i n- out " >
<l-- Context-aware search for services -->
<feature ref="http://services-standards. org/ base-
ext ensi ons/ cont ext - processi ng" requi red="fal se"/>
<i nput nessagelLabel ="1n" el erent ="t ns: sear chRequest"/ >
<out put messagelabel ="Qut" el enent ="t ns: sear chResponse"/ >
</ operati on>
</interface>

<interface nane="servicePublish">
<operation nane="register"
pattern="http://ww. w3. or g/ 2006/ 01/ wsdl /i n-out " >
<l-- Register a nobile device to a service directory -->
<feature ref="http://services-standards. org/ base-
ext ensi ons/ cont ext - processi ng" requi red="fal se"/>
<i nput nmessagelLabel ="In" el ement="tns: regi sterRequest"/>
<out put nessagelabel ="Qut" el enent="tns:regi sterRequest"/>
</ oper ati on>

<oper ati on nane="publish"
pattern="http://ww. w3. or g/ 2006/ 01/ wsdl /i n-out " >
<l-- Publish a set of services to the directory under a
specific context -->
<feature ref="http://services-standards. org/ base-
ext ensi ons/ cont ext - processi ng" requi red="fal se"/>
<i nput nessagelLabel ="1n" el ement ="t ns: publ i shRequest "/ >
<out put messagelabel ="Qut" el enent ="t ns: publ i shResponse"/ >
</ operati on>

<oper ati on nane="unpublish"
pattern="http://ww. w3. org/ 2006/ 01/ wsdl /i n-out " >
<!'-- Unpublishi ng does not require any context processing -->
<i nput nessagelLabel ="1n" el erent ="t ns: unpubl i shRequest"/ >
<out put nessagelLabel ="Qut" el enent ="t ns: unpubl i shResponse"/ >
</ operati on>
</interface>

<bi ndi ng nanme="di scover ySOAPBIi ndi ng"

i nterface="tns:serviceD scovery"
type="http://ww. w3. org/ 2006/ 01/ wsdl / soap"

wsoap: protocol ="http://wwm. w3. or g/ 2003/ 05/ soap/ bi ndi ngs/ HTTP" >

<operation ref="tns: search"
wsoap: nep="http://ww. w3. or g/ 2003/ 05/ soap/ nep/ soap-r esponse" >
<wsoap: nodul e ref ="htt p://soap- nodul es. or g/ cont ext - processi ng/ "
requi red="fal se"/>

</ operati on>
</ bi ndi ng>

</ descri ption>

The abstract functionality specified by thentext-processingVSDL feature can be realized through
a respective SOAP moddle A SOAP module extends the behavior of a single SOAP node Ipjeim

4SOAP Version 1.2 Part 1: Messaging Framewdnkt p: / / www. w3. or g/ TR/ soap12- part 1/ . World Wide Web Con-



menting one or more features. A feature is expressed in SO8ssages with a set of SOAP header
blocks. The definition of the syntax and semantics of theseléreblocks is part of theontext-processing
SOAP module specification. We identify this module with thelUnt t p: / / soap- nodul es. or g/
cont ext - processi ng/ and reference it in appropriate operations elements inntegface bindings
section of the WSDL description document

The "required” attribute of the feature element specifiegtivar support of SOAP module is required
for a client in order to utilize the service operations. Augbf 'false’ states that feature implementation is
not mandatory for a client in order to invoke the respectperations, allowing thus both context-aware or
"unaware” mobile terminals to interact with the CASDs. Thew holds for theontext-processingnodule
that realizes the WSDL feature and is referenced in the diefindf the service interface bindings. We have
identified four types of SOAP header blocks that are reletmobntext management in the proposed P2P
service discovery architecture. Our focus in this sectioon the specification of the types and semantics
of SOAP header blocks, while the syntax and structure ofdilformation will be part of our future work.
Context header blocks are introduced in the header part0P&PSInessage by CASDs or user clients. Each
header block is identified by a local name and the namespabe oéntext-processin§OAP module:

e context-matchthat requires from the ultimate receiver of the SOAP regiteperform a match
against the given context while generating a response. &addr block contains an element infor-
mation item that specifies a pattern for context matchinghéncase of a service discovery request,
the header block is introduced by a user client and is preddsg the CASD receiving the request.
The CASD evaluates the request on the subset of its contattmiatches the given context pattern.

e context-updatethat updates the context of the initial sender to the ulinmaceiver of the SOAP
message. Context information is included in the headerkdscan element information item. A
context-update header block may be sent as part of a semidisiprequest sent from a user terminal
to a CASD, specifying the context of the published services.

e context-tracethat is used by an initial SOAP sender to collect contextrimiation during the routing
of a SOAP request to the ultimate receiver through variotesinediaries. For instance, a context-
trace header block sent from a user terminal to a CASD, imliziéd with the mobile terminal’s
current context and is further enriched with relevant cenitgformation items from all SOAP in-
termediaries relaying the request to the target CASD. Su@ARSintermediaries could be other
user devices acting as SOAP gateways in the user’s PersopalMetwork. We assume that these
intermediaries may have a more accurate or complete vieweofritial sender’'s context and are
authorized to access and append context information. Aegbittace header block includes a set of
element information items (context parts, that corresgormbntextual paths or fragments of them)
representing context information collected from the vasiintermediaries. A context-trace header
can be sent as part of a device registration request to a CAlRIing thus the user terminal to
"explore” its surrounding context.

e trace-resulf that includes the result of a context-trace header blockiage-result header block is
returned to the initial node as part of a SOAP response. Obdkis of trace-result information a
user device updates its perceived context that is furthedt daring service publishing.

4 Context-based Caching and Routing

Based on the aforementioned super-peer architecture, Wstudy issues related to context-based search-
ing, i.e. routing of service requests (also called quenesimplicity). We will first give a general overview
of how searching is performed and then describe how contaxbe used to improve the quality of web
service discovery. Our main approaches towards this aint@meext-based cachingndlocation-based
routing.

sortium Candidate Recommendation, 2006.
5Web Services Description Language (WSDL) Version 2.0 Part Adjuncts. http://ww. w3. org/ TR/
wsdl 20- adj unct s. World Wide Web Consortium Candidate Recommendation, 2006



4.1 Basic Searching

The basic search approach is broadcast-based, i.e., baskdding. It involves query forwarding from
the local CAS to its neighboring peers on every user requesially the query is submitted to the local
CAS (henceforth also calleariginator), which performs the following tasks: 1) forwards the quryts
immediate neighbors, and 2) processes the query localn€lghboring CASs follow the same procedure
as long as the maximum hop count TTL (time-to-live) is notiead. On each CAS where there is a match,
the results are sent back directly to the originator, i.et,through the neighboring peers. The originator
collects all results, and sends them back to the requestivigel

The time-to-live parameter determines the range of theckdguery horizon), in terms of the number
of steps that the query will be forwarded to a peer’s neighbod, starting from the originator. It is clear
that increasing values of TTL considerably increase thebmrrof peers that receive and process the query,
and thus the probability of reaching multiple and high gqyadinswers. On the other hand, a very large
number of messages has to be exchanged due to the exponahir@ of this strategy.

The criteria for query satisfaction vary according to thedfic application. While locating a single
service that is close may be enough for a taxi-booking agfidin, in the case of more complex services
that may consist of several simple services this is not enok&gr example, a request for cheap and near
restaurants obviously cannot be limited to the first serfacend. Similarly, there exist scenarios of use
that request the best N services, where N is a user-definathpser. The search strategy employed clearly
depends on the type of application. In this paper, we aredated in the retrieval of as many contextually
relevant services as possible, assuming exact contexhmgtc

Yet another direction for query satisfaction is the caseatigl context matching. This means that
a query can be satisfied even if only part of its context is hedowith the service context. In this case
a subset of the query dimensions are prominent or a more refgbtechnique is to allow weighting of
different dimensions. Usually the location dimension iasidered prominent in most applications.

4.2 Query Processing with Caching

We enhance the basic search mechanism with context-basleittgan order to address the case of recur-
ring queries and increase the efficiency of P2P web servamdery. We start with a general overview,
then describe messages that will be used in the commumicdtibowed by a study of issues related to
caching query results.

4.2.1 Overview

Local query evaluation is a hybrid approach that employsygfeewarding and caching of results in order
to enhance the overall performance of the P2P network. A @ABceforth also called pedP,), maintains
data structures that store service descriptions, both oswhcached ones, as well as relevant information
needed to ensure cache consistency. Three data struateirdsrtified as essential parts of a peer’s internal
architecture:

e A context-aware service directory (CASD) that is concelhjuapresented as a hierarchy of services.
However, in the presence of many different contextual dsmans, it is not straightforward to com-
bine them arbitrarily in a single way that makes sense, witheplication of certain sub-hierarchies.
Hence, context management becomes complicated. Instesdightly different approach is to as-
sume different context hierarchies for different contextlimensions (see Figure 1). This approach:
1) allows easier management of contextual paths and 2) siggigher context granularity. Never-
theless, both approaches present several similaritiestodiheir reliance on the notion of contextual
paths, so the same algorithms and techniques apply in be#ischn the rest of this paper, we assume
different hierarchies of contextual values for each dinmmef context.

e A cacheC used for services’ descriptions storage. The structureetache is similar to CASD.

e Alist L containing the identifiers of the peef% that currently maintain copies d@f,’s services in
their local cache.



4.2.2 Query and Cache Management Protocol

A detailed description of the message types introducedderygsupport and cache management is pro-
vided in this section. We highlight the role of each messgpge aind specify basic attributes:

e Service RequestS..,): occurs when a peefX) submits a contextual quely... for relevant ser-
vices® to its neighborsV(P;). The message includeg...;, P;’s identifier, and a countefl (time-
to-live) that indicates the number of steps that,; will be transmitted.

e Service Request Forwarding,(.,¢): a peetF; that receives &,.., message sends.., s to neighbors
in N(P;), if H > 0. In each message hop the valuefbfis reduced by one. Thg,.,; message
includes the peer identifier of the originatdt,(;,), the queryQ.,: and the current hop cour.

e Service Response.,): sent by a peef’; that received a Service Requétt,, back to the origi-
nator of the query. The contents of this message are the mgtshrvice descriptions retrieved both
from the peer's CASD and its cache contents.

e User Moved (1,,): this message is send by a pdey to a peerPg, whenever a user devieethat
offers services.S (registered inP4’'s CASD) moves from the cell controlled by, to the respective
cell of Pg. The two cells are assumed as spatially adjacent. The neessagpins the descriptions
of the services..S and are appended iFiz's CASD.

e List L Moved (M;): follows P4's M, message t@g and transfers the list of peers keptity.L
that keep cached content providedibthat migrated fromP,4 to Pg.

¢ Invalidate Cachel(): follows List L Moved (M;) message and is sent by pégy (as defined above)
to all the peers that cache services offered:bfhe message contains the identifier of the peer that
includesu.S in its local CASD (Pg in our case) and the context ofin the new cell. The message
triggers cache updates (i.e., changing peer id where seiwitow available - in this case changing
P4 to Pg) and cache replacement in case the contextisfdifferent in the respective cells of peers
P4 andPg.

e Invalidate List (;): is sent when a cache replacement occurs. When alpemplaces an entry in its
cacheC, i.e., deletes servicg originally from peerPp with another service, it sends dhnmessage
to Pp causing deletion of the corresponding entry (if&y;s identifier) fromPp’s list L.

Contextual queries submitted to a pégrtrigger retrieval of matching services and merging of pafts
neighboring service directoried’( P4)) to the originator cache, in order to enable local query essing
of future service requests with similar context.

4.2.3 Message Exchange Example

Consider the case of a mobile deviedocated in a cell controlled by a peer A that issues a reg@dest
for services. At the same time a contextual quéry,; is formulated incorporating the current context
of the request (in terms of location, user profile, deviceatégies, etc). Then the request is sent to the
local service directory, say pe€y and then forwarded to all neighboring directorid&((P4)) usingS.cq s
messages. The matching services are returné taia S,.., messages and at a next step to the requesting
deviceu. Finally, P4 merges the service descriptions with its current cacheetdsitfor context) ..., in
order to serve further requests of the same type locally.

As a result of user movement, a mobile device can cross iteucell boundaries and thus enter
another peer’s area of responsibility. Figure 3 presertds awscenario, where a user deviceoves from
the cell controlled by peer A to the respective cell of peelrBaddition, it shows the message exchange
sequence that is triggered by cell change. At first/amessage is sent from peer A to peer B which is
now responsible for publishing the device’s offered sersic.S. This message is followed hy/;, that
charges peer B with keeping consistent the caches of otkes frgeers C and D) that store parto$. Peer
B enforces cache consistency by sendingnessages to C and D that update their cached copiesSof

8Here we remind the reader that the requestor’s qgeiy enriched with implicit contextual information formingus Q¢+
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Figure 3: Message exchange resulting from user mobility R2B architecture of context-aware service
directories.

Assume that the context af S is different in the new cell in terms of the location dimemsie.g. in cell B
[location=Thisseio] while in cell A [location=AcropolisMoreover, peers C and D are interested only in
services offered in the area of Acropolis. As a result, caelpdacement is triggered ardgmessages are
sent from C and D to peer B in order to remove them from itsllist

424 Contextual Query Result Cachingin Practice

In the following, we discuss issues related to caching qressylts and their effect on web service discovery
in the architecture described above. Such issues are: qumkjoad distributions, caching models and
cache replacement strategies. In the next section, weiexgetally validate these issues.

Non-uniformly distributed query workloads motivate thesidg of algorithms that achieve better per-
formance. In the case of successive occurrences of a regueathing in principle reduces the cost
induced by processing repeated occurrencegs ddetermining the point (in terms of query workloads)
when caching query results should start may be useful. laratrds, assuming a discrete set of possible
gueries and a statistical distribution of the expected ywarrkload, athresholdmust be defined, above
which the originator starts caching parts of directoried #atisfy a specific query. An initial choice could
be the mean value of the query distribution. However, we eldborate more on this later.

Maintainingcache consistendyg a major issue in every caching scheme. The most populaoapipes
are: push-based and pull-based, as well as some variatiopash-based approaches, the cached content
is updated by the CASDs that currently manage the serviagshttve been cached. This is achieved by
each peer keeping a ligtof those peers that have at some point requested and caehggkttific service.

In pull-based approaches, peers that have cached contettipally ask the responsible peers for updates,
in order to avoid stale content. Our approach is push-base@iaforces cache consistency through cache
updates whenever a change occurs, for example whenever maoges to a different cell.

Allowing cache forwardings another interesting issue of the caching approach. @englie case of
a peerB that contains cached content from another pé&eretrieved for the contextual que€y,... If a
third peer, say peer', requests fronB services for contexf)....;, then two options exist: 1B evaluates
the query and sends the relevant part of its directory, wbarttains only descriptions of local services, to
C, or 2) B evaluates the query and sends the part of the directoryioamjeboth local and cached service
descriptions. The former option prevents caching of serdiescriptions beyond neighboring directories,
in other words a peer can contain only its local contents amdents of its immediate neighbors, defined
by H. In the latter case, we enable cache forwarding, so a peeemsmtually (after many steps) contain
service descriptions from any service directory. Howets will result in caching large portions of
service directories and frequent cache replacementsuniikpected performance degradation.

Cache forwarding enables the diffusion of popular serviescdptions even in peers that cannot reach
them due to the limited TTL. As a result popular sources becerailable to distant peers while the
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Figure 4: Location hierarchy.

message overhead due to frequent flooding with high queryi$ €onstrained. A negative effect of cache
forwarding is the increasing cache consistency overheadjfular peers, e.g. peers located in an area of
global interest (Acropolis in the case of Athens) or in arlyentarea where a significant event takes place.
With reference to the above example, peer A is responsiblthéoconsistency of peer B and C caches,
as regards contexd..;. In general, every peer that receives and caches forwaatdgcontent contacts
the original source and registers for change notificatidwsother issue that is raised from this approach
is the latency in cache invalidation of distant peers, tesyin their use of stale results (even for a short
time period). An amendment that can be introduced is therobat the horizon (hop distance) of cache
forwarding by taking into account factors such as 1) chamgguency of cached content, 2) available
resources of source peer in terms of storage capacity omadtid

Cache replacement strategy is a critical aspect of any wgauheme that greatly impacts the perfor-
mance. In a P2P setting relatively large TTL values may retuhigh number of results thus causing
frequent cache replacements. In this approach, we usedieasently used (LFU), which is deemed ap-
propriate, since it penalizes services that are not regdéstquently, thus replacing them with other more
popular services.

The use of one hierarchy for each dimension looks like a caszena multidimensional index could be
used. However, this is not the case, because unlike traditioultidimensional data where there is usually
one value for each dimension, in our case for each serviess Hre just values for a small subset of possible
dimensions. In this case, it is better having one hierarchgéch dimension (less space and less cost of
updating). This approach is further motivated by the faat Hervice requests involve only a small subset
of contextual dimensions, depending on the type of senika®.example, a web service that aggregates
and returns sensor readings, like temperature, heat o tevsl, is dependent on the location, whereas a
web service that provides file-sharing purposes dependbefilé type and size dimensions of context.
However it is highly unlikely that a web service may dependrast (or all) contextual dimensions.

4.3 Location Hierarchy

Intuitively, if we assume that the content in peers is lamat$pecific, then upon receiving a query for
location A, a node should route the query only to nodes negitli location A, rather than other locations.
This motivates the need for location-based routing of serwquests.

4.3.1 Limitationsof Context-based Caching

While context-based caching can be particularly effedtwaecurring contextual service requests, as will
be shown in Section 5, it does not suffice 1) in the case of itteoantext match, and 2) for locating remote
contents.

Consider the location hierarchy in Figure 4. Let us furtresuane location-based content assignment,
meaning that the P2P topology is put on top of the geograpimag, so that neighboring peers reside in
nearby locations. If a contextual service request issuedl foger inTrondheimis for locationMonastiraki
and this leads to a local cache miss, then the alternative s2arch using the basic mechanism, i.e.,
flooding, which would probably return few results. Actuatymany cases, for sufficiently large networks
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and queries for far locations, no results at all. Howevengithe hierarchy the service request could be
extended to search for ancestor nodelslofhastirakiin the hierarchy, in this examplthens If this entry

is in the cache, then the query can be forwarded to the caakedamd then local flooding will find the
requested location-specific content with high probabifill, the query extension does not guarantee that
the requested location will be found, since this is depenadietthe contents of the cache or, in other words,
on the query horizon. So the challenge is to exploit the loodtierarchy (and generalizing, any context
hierarchy) in a way that leads searches to remote peersexteisding the query horizon.

Notice the advantages and differentiating factors of iocabased routing compared to context-based
caching. First, while context-based caching is benefini@the case of recurring contextual queries, where
the exact same context request is submitted, locationdrasging can provide a direction for the search
even in the case of partial context matching, when some (Hoofathe query’s contextual dimensions
match the cached contextual description. In that case,atieeccannot be helpful. Second, context-based
caching is totally dependent on the query horizon of thedosesarch mechanism. In the case of queries
for local contents, context-based caching suffices, homaweporting context-based service discovery in
large-scale networks requires a different approach. Tasvénis end, we focus on location-based routing
in the next paragraphs.

4.3.2 Location-based Routing

Location is a contextual dimension that is among the mosbmapt. In addition it also has the property
that it is often related to the physical location of the wetvees. For example, the highest probability of
finding pictures from Athens will probably be at tliation Athens. It is also the case that often requests
will be performed for a location that is very far from the Itioa of the query originator, and that none of
the service providers at a nearby location will be able tsBathe request. An example is a person sitting
on the airportin Trondheim wanting to access services irAshmaybe to see pictures from today or book
a taxi from Athens airport.

Unfortunately, in the case of large P2P networks, a consgxtguest for very remote contents will
not be successful by traditional flooding approaches, ariddisated in the previous paragraphs, it will
probably not be even be successful in the case of contexdchirny. To overcome the limitations of the
basic search, mechanisms are needed that enable acces®te oentexts. One possible solution to the
problem is to use a hierarchical overlay network based onrisgructured P2P network using the DESENT
algorithm (Doulkeridis et al., 2007). Another solution dsdrganize the CASs in a DHT-based structured
P2P network (in addition to the unstructured P2P network geeady belong to) and use this for storage
of location information. Using a hierarchical network ihwes possible problems with load-balancing and
complex maintenance, so that given the stability and theglegr churn rate of the CASs in our architecture,
the DHT solution is most appropriate. We emphasize thati;aase each CAS actually participates in
both an unstructured P2P network and a DHT at the same tinse. #dte that services are not in any way
indexed in the DHT, because of the high churn of the mobiléagsvand their services that would induce
a very high maintenance cost (in contrast to the locationgdréicular CAS which can be expected to be
extremely stable).

The maintenance of location-based in information is donfollaws: The location of a CAS is rep-
resented as a contextual path based on a location taxonoanyexample, the location of a CAS near
Acropolis would bel.=/Europe/Greece/Athens/AcropaliEach CAS has an identifier CID, in practice an
IP address/port number. Key-value paifs,(K;) are inserted into the DHT. Thus given a query for a
particular location L, a search in the DHT given L would givibGs the result. Often a location query
is not performed for the most specific location, so we storéa@index also the possible prefixes of the
contextual (area) path. Thus in this particular examplegy\¥alue tuples are inserted into the DHT. This
extra information enables searches with different levejrahularity, as well as extending queries to more
general or more specific contexts. Note that a search foraitotmay return more than one CID, because
the requested area contains more than one CAS. A search &tieupar location requires oni@(log n)
messages, whereis the number of CASs in the network.
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Number of peersv 25 or 100
Number of neighbors 4
TTL value H 1-4
Dimensions of contexb 3
Values per dimensiolr 4-5
Service context§’, 100
Services per directory 1000
Cache size x S 0<ex1
Caching threshold 3—-10

Figure 5: Experimental setup default parameters for implatation of context-based caching.

5 Experimental Results

In this Section, we present the outcome of the experimentsimeed in order to evaluate the efficiency

of our approach. We study: 1) the efficiency of context-basmzhing of web service descriptions, and
2) the effect of location-based routing of web service ratgieas potential enhancements of traditional
web service discovery in a P2P environment.

5.1 Context-based Caching

We implemented the proposed architecture of distributedee directories using the JXTA framewdrk
for P2P applications. Each peer is represented as a JXTAtpaecontains a list of neighboring peers.
Neighbors are assigned to peers at startup to simulate ageaf a geographical region (each peer cor-
responds to a cell). Direct communication is achieved thhoexchange of messages between neighbors.
Each peer contains a number of web services for various xsreed a cache for storing locally service
descriptions that belong to web services outside its célé dontextual service requesgg.(.;), issued by
mobile devices, are simulated by means of random quenyldisions in each peer. There are two func-
tional modes: plain query forwarding or caching. Upon reicgj a.S,.,, the peer forwards the query to its
immediate neighbors and processes it locally. The originager retrieves the results (sets of contextual
paths) of the query and, if caching is enabled, caches theorder to process further identical requests
locally, in an autonomous way.

We performed experiments on the implemented system. Thie bagerimental setup (see relevant
table in Figure 5) comprise¥ = 25 or 100 peers, withn = 4 neighbors per peer in both cases. Each peer
was assigned = 1000 services at startup, uniformly distributed und&ér= 100 different contexts (if we
considerD = 3 contextual dimensions, having eatlor 5 discrete values). Unless mentioned otherwise,
the cache size i80% of the directory size, the caching threshelid set to5 query occurrences and the
TTL is 1. We simulated query workloads by means of statistical itlistions that show the frequency of
occurrence for each of th&0 different contextual queries. A total 2000 queries were generated in most
of the cases. Unless explicitly stated, we allow cache fodlimg in all experiments presented here.

The cache hit ratio@HR) is the primary metric in this approach, because it defineptrcentage of
the queries that can be processed locally, without sendingreessages to neighbors, thus influencing the
overall system performance.@HRvalue ofz% means that out af00 service requests can be answered
locally, by retrieving the service provider’s identifieofn the cache and then contacting it directly. As a
result, the cost of processing theseequests in terms of number of messages is minimum (just $age$,
compared to the flooding alternative. Our goal is to meati@€HR. We start recordin@HRresults after
80% of the peer cache has become full to eliminate the cache wareffect. In particular, we measure
the CHR of each peer, for every0 queries. We compute the avera@kIR of all participating peers and
present comparative charts (see Figure 6(a), 6(b)) forivgryl) cache sizes and 2) query distributions
respectively. We also performed a set of experiments faringrcaching threshold values, and found out
that it does not influence tHéHR significantly.

7JXTA technology is a set of open protocols that allow any emted device on the network ranging from cell phones andesise
PDAs to PCs and servers to communicate and collaborate if?af2@ner, see http://www.jxta.org/
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Figure 6: Cache hit ratio dependency on cache size and qiggrijpdtion.
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Figure 7: Cache hit ratio degradation vs query selectivity.

At first (see Figure 6(a)), we study the effect of differentloa sizes orCHR We tested different
cache sizeso(= 10% — 100%), as a percentage of the directory size, for a Gaussiaritdison (mean=50,
st.deviation=15) ot 00 distinct queries. Generally, increasing the cache sizajteinCHRaugmentation.
However, afte650 queries and in order to increase tBiRfrom 68% to 80%, the cache size must increase
from 10% to 100% of the directory size, so we educe that a relatively smalefiecomes with a substantial
cost for highCHRs. Also, notice that small cache siz&é8%) result in sufficiently good performance on the
long run. Nevertheless, if a higbHRIs required, then one should choose the largest cache sidaltde.

Query distributions play an important role in the performanf caching. In Figure 6(b), we compare
the query workloads generated by various random distobstiBesides the uniform distribution, we chose
three distributions for query workloads that can represery frequent occurrences for some queries, as
well as two variants of the zipfian distribution. The zipf lawplementg (i) = C/i* for i = 1 to n where
C' is the normalization constant (i.€:, p(i) = 1). As mentioned before, in our application scenarios,
contextual queries tend to present high frequency at celdaations and times. The chart shows that the
zipfian query distribution (with parameter= 2) performed better, in terms &@HR (nearly90%). As
expected, the uniform distribution performed worse thanrést, however for the particular experimental
setup the achieve@HR can be considered satisfactory. Generally, the more skéveedistributions, the
higherCHRvalues they presented.

Then we studied the effect of query selectivity GRIR The intuition is that for queries of low se-
lectivity (i.e., many results returned) we expect that duéhe high volume of the results frequent cache
replacements take place. We conducted an experiment, simoligure 7, where we uset)0 peers to
representt neighboring geographic location35(peers per location) and each peer held services having
as contextual value the corresponding peer’s location. pmed two measurements for: 1) location-
biased queries for each peer and 2) uniformly distributegrigs, in order to have low and high query
selectivity respectively. The results show that locatidased queries exhibited a very poor performance
(smallCHR), due to the low query selectivity. In other words, each guesulted in a large number of
services, which was comparable to the cache size, thugirgsia very frequent cache replacements (prac-
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Figure 8: Studying the cache forwarding mechanism.

tically the result of each query caused cache replacem&hg.lesson learned here is that our approach
regarding context-based caching in a P2P architecturéresgeareful parameter tuning, especially in the
case that cache size is comparable to query selectivity.

In order to mitigate the impact of high query selectivity wanducted the rest of our experiments with
a modified version of the query forwarding algorithm. Speaifyy, instead of forwarding each query that
has not reached the maximum hop count TTL, a peer first chéslkmpability of satisfying the query.
Thus, queries that can be responded by the peer’s locatatiyesre no further forwarded to its neighbors.
On the basis of this query forwarding approach, a floodingyueaches the minimum number of peers
that have relevant results and lie in its TTL horizon. Howeirea real setting, decision making for query
forwarding could be based on the number or quality of reshétare omitted here for simplicity reasons.

We studied the impact of cache forwarding in the congestioih® peer network, as well as on the
average CHR with an experimental setupl66 peers deployed in a quadratic grid of sitle The grid
was divided in four regions, each one comprisitigpeers and representing a respective geographical
area. The content of the peers of a region is characterizalebgame value in the context dimension
representing the location of the directory. The queriesgard in each peer follow the zipf distribution
with their frequency of occurrence depending on the locadionension. The workload pattern generated
in each peer comprises the following types of queries witdrding frequency of occurrence: 1) queries
related to a specific popular region (location=Acropol&)gueries related to the current peer’s region,
3) queries for services available in neighboring regiorigufe 8(a) depicts the average number of query
messages processed by a peer in cases that cache forwardingbiled or disabled. It is evident that in
the cache forwarding case the number of messages processeatith peer is substantially lower due to
the diffusion of popular results in all regions of the netlwof peers. Regarding Figure 8(b), it presents
the fluctuation of the averag@HR in each peer with respect to the hop distance from the popedgon.
Having cache forwarding enabled contributes to a more simeariation in theCHR as the distance from
the popular content increases. On the other hand, when éact@ ding in not allowedCHR undergoes
significant degradation as query TTL does not suffice forhiacthe popular region.

5.2 Location-based Routing

The aim is to illustrate that for large P2P networks a contaixtequest for far contents (e.g. a person
sitting on the airport in Trondheim wanting to access s&wia Athens, maybe to see picturea from today,
etc.) will not be successful by traditional flooding approes, and probably will not be even be successful
in the case of contextual caching (this works well basiciiyqueries for nearby locatiorfs)

To address this problem we organize representative pemedgoeach location) in a DHT overlay net-
work, using as key the location path and as value the peetifiégemesponsible for the particular location.
This means that a pedt, within location A can always be found with logarithmic codthen P4 can

8Context-based caching with cache forwarding extends tleeychorizon of the query, so it improves flooding techniquethis
sense, however this approach also imposes a limit to thedsdequery horizon. Thus for really large P2P networks, vop@se
location-based routing as an alternative approach.
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Topology type 1 N =1600,n =4
Topology type 2 N =1600,n =8
Topology type 3 N =6400,n =4
Topology type 4 N =6400,n =8
TTL valueTTL 10
Percentage of querying peers 20%
Zipfian query distribution parameter 1.2
Services per director§ 50
Location hierarchy levels 4
Location hierarchy fan-out 4

Figure 9: Experimental setup default parameters for sitimra of location-based routing.

Figure 10: lllustration of the SQUARE topology with conneity degree 4 (left) and degree 8 (right).

retrieve the services in its surrounding area even usingva technique like flooding. We stress here that
the DHT is used only for keeping the location of represemtgtieers.

In order to test location-based routing we need a largeesgatironment to test the feasibility of our
ideas. Therefore we study location-based routing throimghlations. We have built a simulator in Java
for studying different search strategies in unstructur2d Retworks.

The simulation setup (see also Figure 9) consists of a gadP2P network topology called SQUARE,
which organizes peers in a square topology with each peéndpawor 8 neighbors. This topology resem-
bles a random graph with average connectivity degrétor 8 in our case), with the difference that it's
more dense than a random graph. Each pair of neighboring pegy share up té common neighbors.
This is necessary for ensuring connectivity of peers, eméhé case of peer failure. For an illustration of
this topology, see Figure 10. We spread this topology on fap geographical area, so that each actual
location is assigned to a set of peers that are near each(stieefFigure 4 for an example of location hierar-
chy used). In this way we are able to simulate location-basatent assignment on peers, by having each
peer keeping service descriptions only of web servicesrégidle in its area of coverage. We consider
different types of topologies, practically the combinag@f1600 and6400 peers with connectivity degree
4 ands.

Each peer hosts a query generator that creates queriesdtiolas. A random distribution for modeling
gueries can be tested. Most interesting is the case of zigfiary distribution, which is usually adopted
to model user behavior. Queries consist of one location. dvsider queries for all (as many as possible)
results to test the quality of the search in terms of compkss of results.

A number of peersV,, are randomly picked to act as querying peers, each of theaupnag IV,
qgueries. The queries are processed sequentially, i.egdcin querying peer, send its first query, then
its second query and so forth. Both strategies are evalueieg the same parameters (querying peers,
gueries, etc.), in order to have, as much as possible, cablganesults. In our simulations we assuzng;
of the super-peers to receive queries from simple peers.

We study the comparative performance of the following deatategies:

1. Flooding: typical broadcast-based search with an agt&atiTr TL parameter.
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Figure 11: Average recall achieved for different topolsdieft) and increasing TTL values fa600 peers
with avg.connectivityl (right).
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Figure 12: Number of contacted peers for different topaedleft) increasing TTL values fdi600 peers
with avg.connectivityt (right).

2. Location-based routing: forward service requests toasmntative super-peers (based on location),
using the DHT, then perform flooding in the surrounding area.

In Figure 11, we show the average recall achieved by theitot#tased routing approach compared
to flooding usinghe same number of messag&ecall defines the number of relevant services retrieved
as fraction of all relevant services. Higher recall valuesammore complete results, which is an index
of the search quality. The simulation results show that foetwork of1600 peers withTT'L = 10, the
recall of location-based routing is high (aroustd5 — 94.8%) compared to flooding, which achieves a poor
10 —17.8%. This is expected since the content (services) is depewnddatation, so using location-based
routing the service request is directed to a peer in the gddocation, then local flooding is effective, thus
avoiding the limitations of blind flooding. We increase tregwork size ta5400 peers to test the scalability
of our approach. Again, context-based routing outperfahadasic search mechanism. The smaller recall
values obtained for th@100 network are due to the fact that we keep the same TTL value, the icase of
1600 peers. This is shown fai400 peers when the peer connectivity is increasefl {mpology type 4),
where the recall values are closer to the oned 600 peers, since more peers are contacted by the service
request.

In the right part of Figure 11, the increase in recall valuéhwcreasing TTL is depicted. This is
an expected result, however the interesting part is thdt leitation-based routing this increase is more
significant and it comes with a higher rate.

In Figure 12, we show the number of contacted peers for eapfoaph using the same number of
messages. While location-based routing decreases theanaitontacted peers, it manages to select peers
to forward the service request, in such a way that they comtaire relevant services, when compared to
blind flooding. As mentioned before, the use of the same TTuesél0) keeps the number of contacted
peers relatively the same for both settings. The effectaiiasing TTL values is depicted on the right part
of the figure.
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6 Conclusionsand Further Work

In this paper, we studied the integration of context-awassnn P2P service discovery, more specifically
context-based caching and location-based routing forawipg web service discovery in a P2P architec-
ture of service directories. We used a context hierarchyass ohodel and presented how this work fits
in the MobiShare architecture. Extended experimentstaigng on a JXTA-based prototype, illustrated
the efficiency of caching. Via simulations we proved thatlian-based routing increases the quality and
decreases the cost of web service discovery.

While in this paper neighbor proximity refers to geographierms, future work will focus on ex-
tending the approach to study semantic, content-basedhpitgxwhere neighboring peers are considered
based on similar content. This can be achieved by adoptingistc overlay networks (Crespo and Garcia-
Molina, 2002) (Doulkeridis et al., 2007) that group togetpeers with similar content. We also intend to
study how service churn, due to disconnections or user tibghiffects the efficiency of context-based
caching and searching.
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