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Abstract. In order to increase precision in searching for web pagesetrdoc-
uments, taking the temporal dimension into account is ggiimcreased interest.
A particular problem for web documents found on the Intera¢hat in general,
no trustworthy timestamp is available. This is due to itsathi@lized nature and
the lack of standards for time and date. In previous work we Ipgesented tech-
niques for solving this problem. In this paper, we presemohfior determining
the timestamp of a non-timestamped document (using file, DiRExt as input)
using temporal language models. We also outline how thiswibbe demon-
strated.

1 Introduction

In order to increase precision in searching for web pagestrdocuments, taking the
temporal dimension into account is gaining increased ésteln this way, the search
engine will retrieve documents according to both text antjpteral criteria, i.e.tempo-
ral text-containment search [5].

Due to its decentralized nature and the lack of standardsifer and date, it is
difficult to determine an accurate and trustworthy timegtarha web document. In a
web warehouse or a web archive, there is no guarantee thatgh8on time and the
time of retrieval by the crawler are related.

In this paper, we present a tool for determining timestamp abn-timestamped
document using temporal language models. The tool can @kepat a file, contents
from an URL, or text entered directly. As output it will pregé@n estimation of possible
creation time/periods, with confidence of each of the esgohtime periods. Obviously,
the one with highest confidence is the most probable basduedanguage model. An
example of the interface is shown in Fig. 1(a) and exampleesiilts are shown in
Fig. 1(b-e).

To build a system for dating a document, we compare docunoeénts with word
statistics and usages over time. The dating approach isl loasnetemporal language
model presented in [1]. The intuition behind this approach is,thata given docu-
ment with unknown timestamp, it is possible to find the timdipian that mostly over-
laps in term usage with the document. For example, if the ohecu contains the word
“tsunami” and corpus statistics shows this word was verydently used in 2004/2005,
it can be assumed that this time period is a good candidatbdéatocument timestamp.
The model assigns a probability to a document according tal wiatistics over time.
By partitioning a document corpus into time partitions sipiossible to determine the



timestamp of a non-timestamped documgnby computing a similarity scoréNLLR)
between the language modeldfwith each partitiorp;. The timestamp of the docu-
ment is the partition which maximizes the similarity score.

The rest of the paper is organized as follows. In Sect. 2 wkneuthe temporal
language models used in our approach. In Sect. 3 we desaribéocument dating
prototype. Finally, in Sect. 4 we outline our proposed demo.

2 Temporal Language Models

Timestamp estimation is based on the statistic languageshpodsented by de Jong,
Rode and Hiemstra [1]. Thiemporal language model is a variant of the time-based
model in [4], based on a probabilistic model from [6]. The pamal language model
assigns a probability to a time partition according to wose@ge or word statistics over
time.

A document is modeled ag = {{ws,...,wn}, (t;,ti+1)} wheret; < ¢;41 and
(t;,ti+1) is a temporal view of document which can be represented bye piartition
associated to its timestamp. A normalized log-likelihoatiar [3] is used to compute
the similarity between two language models. Given a partéd corpus, it is possible to
determine the timestamp of a non-timestamped documhdatcomparing the language
model ofd; with each corpus partitiop; using the following equation:

Scorelds.ps) = Y- Plulds) x log 7 %) @)
wed;

where( is the background model estimated on the entire collectimhpag is a time
partition. The timestamp of the document is the partitiorximézing a score according
to the equation above, and the confide@oaf of the estimation is calculated as the
logarithm of the score of the highest ranked relative to #emad ranked partition.

In [2] we presented improvements to the approach of [1], thetimportant being
temporal entropy, use of search statistics and adaptedsiesbased preprocessing.

We usetemporal entropy (TE) to weight terms differently depending on how well
a term is suitable for separating time partitions amongal/éme partitions and also
indicates how important a term is in a specific time partitibemporal entropy of a
termw; is given as follows:

(w;) 1ogNP1;, (plws) x log P(plw) 2)
whereP(p;|w;) = —fwipy) Np is the total number of partitions in a corpBs

SSP tf (wipr)
andtf(w;, p;) is thekfrlequency ofw; in partition p;. Modifying the score in Equa-
tion (1), each termw can be weighted with temporal entrop\E (w) as follows:

Scorer,(diups) = X TE(w) x Pluldy) x log pe ®

wed;



Search statistics provided by Google Zeitgeist (GZ) can be integrated as air add
tional score in order to increase the probability of a tewaime partition. GZ essen-
tially gives statistics of trends of search terms, i.e.réasing and decreasing popularity.
By analyzing search statistics, we are able to increasertitgapility for a particular
partition which contains top-ranked queries. The high@bpbility the partition ac-
quires, the more potential time candidate it becorf¥sis integrated as an additional
score into Equation (1) in order to increase the probalslityartitionp;:

P(w|p;)
P(w|C)

Scoregy(d;, pj) = Z (P(w|pj) x log

wed;

; ﬁGZ(pj,m) (4

whereg is the weight for th&sZ function (see [2] for more details on calculati6’).

In order to further increase accuracy of the dating, we hisiategratedemantic-
based techniquesinto document preprocessing, i.e., part-of-speech tag@®Ss), col-
location extraction (COLL), word sense disambiguation 0Ynd concept extraction
(CON).

3 Document Dating System

Our prototype implements the ideas from [2], and uses a vesedbinterface. It allows
to estimate the date of differentinput formats (i.e., a élelJRL, or plain text) as shown
by Fig. 1(a). Example inputs can be URL: “http://tsunanaitiind.blogspot.com” or
text: “the president Obama”. The user can select parameteyzrocessing (POS, COLL,
WSD, or CON), similarity score (NLLR, GZ or TE), and time gtdarity (1-month, 3-
months, 6-months, or 12-months). Given an input to be ddtexlsystem computes
similarity scores between a given document/text and teaipanguage models. The
document is then associated with tentative time partit@rits likely originated times-
tamps. The results can be displayed in two ways. First, alisindf partitions is shown
in an descending order according to their scores. Secont,teatative time partition
is drawn in a timeline with its score as a height.

4 Demo Outline

In the demo, we will present the features of our dating tewllliding the impact of the
variants of our temporal language approach:

Basic vs. advanced preprocessing: There is a trade-off among semantic-based pre-
processing. We comparebasic preprocessing (POS only) to advanced preprocess-
ing (a combination of POS, COLL, WSD, and CON). As will be simphasic used less
time, but gains a poorer quality than thdvanced.

How GZ enhances scores. To improve the accuracy, we compute scores by using
GZ in addition toNLLR. The correct time period (2004/12 to 2005/11) is raised from
the 7*" rank in Fig. 1(b) to the ** rank with higher confidence in Fig. 1(c).

TE asatrend: A term occurring in few partitions is weighted high B¥ and it
provides high scores for partitions in which the term apgéaig. 1(d-e) display trends
of the web page about “US presidential election” with andhwitt TE respectively and
TE gives higher scores for relevant periods (2000, 2004 an&)200
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Fig. 1. (a) System interface, (b) Results ludsic preprocessing andLLR, (c) Results obasic
preprocessing an@Z, (d-e) Trends of “US presidential election” with and withdi.
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