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Abstract. In this paper we describe how to mine association rules irptem
ral document collections. We describe how to perform théouarsteps in the
temporal text mining process, including data cleaning tefinement, temporal
association rule mining and rule post-processing. We asaribe the Temporal
Text Mining Testbench, which is a user-friendly and vetedtiol for performing
temporal text mining, and some results from using this tool.

1 Introduction

Temporal document databa$ean be used for efficient storage and retrieval of tempo-
ral documents. They also provide efficient support for qegeiivolving both document
contents and time [9]. However, in addition to the explinformation and knowledge
that can be retrieved using these techniques, the docuridsatsontain implicit knowl-
edge inside particular documents, as well as inter-doctiarah inter-version knowl-
edge. In order to discover this knowledge, data mining tephes have to be applied. In
this paper we describe how to mine association rules in teahdocument collections
An example of such a rule from a web newspaper is “if one varsfdhe page contains
the wordbomh a subsequent version will contain the waxdQuaidd'.

Finding temporal association rules in text documents candedul in a number
of contexts. Examples are 1) analysis of health records tbrétationships between
medicine, symptoms, and diseases, 2) investigations ragerneral understanding im-
pact of events in the real world.

The main contributions of this paper are 1) introducing terapassociation rule
mining in document databases, 2) identifying appropriameiation rule models and
algorithms for performing the association rule mining, 8yeloping techniques for pre-
and post-processing that increases the proportion ofistielg rules, and 4) presenting
some preliminary results from mining a web newspaper ugiegiemporal Text Min-
ing (TTM) Testbench. It should be emphasized that miningjieguite different from
mining structured data or retail transaction databases.riibst important difference
is the large number of itemsets/words (both number of distivords and number of
words in each “transaction”).

* Email of contact author: Kjetil. Norvag@idi.ntnu.no
! Atemporal document database stores both previous anédelecument versions in addition
to current non-deleted versions, and to each version iskelsothe associated timestamp.



The organization of the rest of this paper is as follows. lcti®a 2 we give an
overview of related work. In Section 3 we perform a study afasts of temporal rule
mining in order to find an appropriate starting point for migiassociation rules in
temporal document collections. In Section 4 we describetaitithe process of mining
temporal association rules in temporal document datab&s&ection 5 we describe
the TTM Testbench, a tool for performing the text mining @es, and in Section 6
we present some results from applying the TTM Testbench @mgpadral document
collection. Finally, in Section 7, we conclude the paper andine issues for further
work.

2 Related work

Introduction todata mining in generatan be found in many good text books, for ex-
ample [2]. The largest amount of work text mininghave been in the areas of cate-
gorization, classification and clustering of documentsrefer to [1] for an overview
of the area. Algorithms for mining association rules betwe®rds in text databases
(if particular terms occur in a document, there is a high pholity that certain other
terms will occur in the same document) was presented by HwltGhung in [3]. In
their work, each document is viewed like a transaction, awhevord being an item in
the transaction.

Much research has been performed on aspects related tor@rdpta mining, and
a very good survey of temporal knowledge discovery paradignd methods is given
by Roddick and Spiliopoulou [10]. As will be described in raatetail in the rest of
the paper, of particular interest in the context of our warkeisearch in intertransaction
association rules. The first algorithms for finding intemsaction rules described in the
literature, E-Apriori and EH-Apriori[7], are based on therori algorithm. These are
extensions of the Apriori algorithm, where EH-Apriori aiseludes hashing. A further
development of intertransaction rules is the FITI algantfi2], which is specifically
designed for efficient mining intertransaction rules.

A general problem in mining association rules is the sebactif interesting asso-
ciation rules within the overall, and possibly huge set dfanted rules. Some work in
this are exist, either based on statistical methods [11}admsidering the selection of
association rules as a classification task [4].

Related to our work is trend analysis in text databases, theraim is to discovery
increasing/decreasing popularity of a set of terms [6, 8laAant of temporal associa-
tion rule mining is taking into account the exhibition pef$oof items [5].

3 Strategy for Mining Association Rules in Temporal Documen
Databases

In temporal association rule mining one tries to adopt taditional association rule
mining to cover temporal relations. Different approachagehbeen conducted to try
and utilize this extra temporal information. These apphesacan be divided into five



categoriesgpisode rulegrend dependenciesequence rulegsalendric rulesandinter-
transaction ruleg2]. We will in the rest of this section describe the varioppmaches
and an analysis of their usefulness for mining rules in teralmiocument collections.

3.1 Strategies

Episode RulesEpisode rules are a generalization of association rulelesRare here
applied to sequences of events, each event occurring atiaypar time. An episode
is further a sequence of events in a partial order and an @pisde is defined as an
implication on the formA =- B, whereA andB are episodes and is a subepisode of
B. This technique can be used in for example predicting ceetaénts by sequences of
earlier events.

With regards to textual data this approach will producesuwidere for example
each word or concept is mapped to an event. A result of thideatihe episode rule
{Bush,Iraq} = {Bush,Iraq,UN}, predicting the wordJN based on the words
BushandIraq.

This technique requires that the data analyzed is repredasta sequence of events.
This can be achieved with textual data, by mapping each ¢s@document. However,
this only creates rules describing relations between wHoluments. Finding rules
describing relations between concepts is more difficutalfh documentis represented
by a single concept the task is trivial, however this seydiglits the possible rules that
can be found.

Sequence RulesSequence rules are much like episode rules and share mangiof t
properties. Similar to episode rules, sequences are usisktwibe temporal relations,
but they differ in the representation of the dataset. Inbtefaa single sequence, se-
quence rules use transactions like in the traditional aagson rules. In addition these
transactions are grouped by a common concept so that ruidsedaund related to that
concept.

An example of a sequence rule {18, A} = {C, A}, where A and B appears
at the same time followed byl, implies a sequence whe¢kis followed by A. The
transactions in the example are grouped by a common condsipg textual data, the
same kind of rules can be found if one can map the documeritstepresentation. For
example, caMuthor : noervaag be used as grouping concept and each transaction
represent an article produced by this author. Rules may lileeiound describing for
example the evolution of writing patterns. This techniga@at applicable if no such
groupable concept is available.

Calendric RulesWith calendric association rules a predefined time unit arelendar,
given by a set of time intervals, are needed. This technidenrtifies rules within the
predefined time intervals, which allows for seasonal chatgde analyzed. This also
allows for the user to specify which time intervals he or shenbst interested in. For
example the user may specify the time unit to be day and titeevials by day number,

for example{(1, 31) (334, 365). Here, the user is interested in rules describing patterns
within January and December. The rules found is in the fdres- B, like in traditional
association rule mining, but restricted to the chosen clen



This approach is similar to finding traditional associatioles with a limited dataset
used, containing only transactions from the specified tinberval. The user has with
this approach more freedom in specifying the time intert@®r she is interested in.
The technique does however not produce rules describiatior$ between items with
different timestamp. That is, traditional rules are fouadly limited by the calendar.
For this reason, calendric rules do not cover the patteliagptbject aims to find, and
will therefore not be studied further.

Trend Dependencieslrend dependencies differ from the other approaches irtlileat
attributes that are used have to be ordinal. That s, it he fussible to create a totally
ordered set of values of each attribute.

Atrend dependencyruleis arute=- B, where4 andB are patterns over a specific
schema. These patterns are sets of items on the for@)Ayhere A is a reference to a
specific attribute an@ is an elementif<,=, >, >, <, # }. Trend dependencies can
for example be used to discover patterns liae:employee’s salary always increases
over time

With regards to textual data, the requirement of ordinal@almakes this approach
less interesting. It may be possible to order some of the svordoncepts that are used,
but most likely this will not be the case with all of them.

Intertransaction Rules.Much of the literature focus on intratransaction assomigti
rules, which deal with relations within transactions. Oalyew algorithms exist to
mine intertransaction association rules, where relat@ngss transactions (each having
a timestamp) are analyzed. These algorithms usuallyeiilizme window to minimize
computation.

Using an appropriate algorithm for finding intertransattassociation rules, we
can find rules on the formcar at time 0 anchotelat time 1 impliedeasingat time 4.
As can be seen, these algorithms produce rules with items diifferent transactions
given by a timestamp. The benefits with this approach is theg flou not only know
that the itemses follows the itemsetA, but you also get an indication on when this
is supposed to happen. This can be viewed as a significaraiserin potential for
describing temporal patterns.

Conclusion. Based on the analysis of the different approaches, we cantid use of
intertransaction rules as most appropriate for our taslefficient algorithm for mining
intertransaction association rules will be described ictiSa 4.3.

4 Text mining process

In this section we describe in more detail the process of mgitémporal association
rules in temporal document databases. The process canibdedlinto the following
steps, each possibly consisting of a number of sub-stepsllasendescribed shortly:
1) tokenization, 2) text filtering and refinement, 3) minimgniporal association rules
based on the terms resulting from the text-refinement step4aextracting thénter-
estingassociation rules.



4.1 Tokenization

In this step the terms are extracted from the text docum®&msgending on the appli-
cation domain, terms that are numeric values may or may nkepefor mining. This
step is a mapping from documents to a list of list of terms.

4.2 Text filtering and refinement

Documents can be large and each contain a large number ofctlisgrms. In order
to increase quality of rules as well as reduce the compuaticost, in general only
a subset of the terms in the documents are actually part ofufleemining process.
In the text filtering and refinement step it is determined \Wwhof the terms that shall
participate, and certain transformation may also be peréarin order to increase the
probability of useful rules. This step consists of a numifesperations, each having
as input a list of list of terms and producing a new list of bdtterms. It should be
noted that the operations can be executed in different ¢hderhow they are presented
below, and that not all have to be used in one rule mining E®Rce

Text filtering. The goal of text filtering is to remove terms that can be assutm@ot
contribute to the generation of meaningful rules. This semcabulary based, and the
operations can be classified into two categories:

— Stop-word removal: Removing terms known to not be intengsbir too frequently
occurring, i.e., traditional stop-word removal. Theserteiare in general keptin a
stop word list which contains terms that are consideredwtmals, but it might be
that domain-related stop words are added as well.

— Finding interesting terms: Keeping only terms that are kmtmbe good candidates
for interesting rules. These terms are found in a particud@abulary, which can
either be general or domain-specific. In addition to donsgieeific vocabularies,
it is also possible to use more general vocabularies forphipose, for example
based omounsor proper noungi.e., names of unique entities, in many languages
like for example English these nouns start with a capitadiet

Text refinement. In order to reduce the number of terms as well as increasiatitgqu
of the contributing terms, various approaches to text refem@ can be employed. We
have studied the use of the following techniques:

— Stemming, which determines a stem form of a given inflecteds@metimes, de-
rived) word form generally a written word form. This meanatth number of re-
lated words all will be transformed into a common term.

— Semantic analysis of the text can be used to combine expreséiwo or more
terms) into one. One simple example of such combinatidmisedandStatesnto
United States



Term selection. The goal of text refinement is to find those terms that are asdum
to contribute most to giving meaningful rules. In order torgase quality of rules as
well as reduce the computational cost, only a subset ofttegms in each document
are actually part of the rule mining process. In the termdiigle step, the terms are
selected based on their expected importance. In our workawve ktudied the use of
two term-selection techniques: a) using thérst terms in a document, and b) using
the k& highest ranked terms based on the TF-IDF (term-frequem@t$e document
frequency) weight of each term. The first technique is inipaldr useful for document
collections where each document contains an abstract afothgents in the rest of the
document. However, the latter is most appropriate for ggrsswcument collections.
It should be noted that there is a danger of filtering out tettmas could contribute to
interesting rules when only a subset of the terms are usethesealue oft: will be a
tradeoff between quality and processing speed.

4.3 Rule mining using the First Intra Then Inter (FITI) Algor ithm

In order to find intertranaction association rules (seeiGe&.1), we employ the FITI
algorithm [12]. The FITI algorithm for mining intertrandan rules is based on the
property thata large intertransaction itemsets must be made up of larg&tians-
action itemsetsThat is, for an itemset to be large in intertransaction eission rule
mining it will also need to be large using traditional asatioin rule techniques. This
property can be utilized to reduce the complexity of creptimertransaction rules. If
all large intratransaction itemsets are known in advareecandidate generation task
only needs to consider itemsets present in this set. Thedijbrithm is based on this
way of thinking and involves three phases: 1) mining largeainansaction itemsets,
2) database transformation, and 3) mining large intertretien itemsets. Due to space
constraints we do not go into more details of the FITI aldornithere but refer the inter-
ested reader to [12].

4.4 Rule post-processing

In text mining in general, and temporal text mining in partér, a very large number
of association rules will be found. A very important and ddading problem is to find
those that areteresting

Similar to traditional intertransaction association g/lgarameters likéem set size
and measures liksupportandconfidencare also important when creating intertrans-
action item sets and selecting final rules. Unlike traddianle mining where often as
large as possible item sets are created, in mining rulesctrugually the rules based
on relatively small item sets are sufficient. It should alsarentioned that because of
the number of distinct terms the typical minimum supportdesociation rules in text
databases can be relatively low.

One particular aspect of rule mining in text is that often ghhéupport means the
rule is too obvious and thus less interesting. These rutesféen a result of frequently
occurring terms and can partly be removed by specifying gpgapriate stop words.
However, many will remain, and these can to a certain exten¢itmoved by specifying
a maximum support on the rules, i.e., the only resultingsrale those above a certain



2 TTM Testbench g@@

File Temporal Text Mining About

Dataset Dataset FTnews o
Document time: 1 (days)

Name FTnews

Language English [Test:

Number of texts 468 Irish racing magnatas buy 10% stake in United. JP Mchanus and Jahn Magnier, the Irish racehorse magnates, fuelled further
speculation of a hid for Manchester United after they bouaht a 8.8 per cent stake in the club fram BSkyB

Process Operations

Mr_] Qperation Operation: 1

1|Bdractterms af [Terms: (32}
j‘% trish, 2,0.0) racing, 1, 0.0) (magnates, 2, 0.0) (buy, 1, 0.0) (10,1, 0.0) (stake, 2, 0.0) {in, 2, 0.0) (United, 2, 0.0 (JF, 1, 0.0) (Mchtanus, 1,
3|Remove stopwords 0.0 (and, 1, 0.0) (John, 1, 0.0) (Magnier, 1, 0.0) (the, 2, 0.0 (racehorse, 1, 0.0 (fuelled, 1, 0.0 (further, 1, 0.0) (speculation, 1, 0.00 {of, 1,
Astermwords | 0.09 (a, 2, 0.0) (hid, 1, 0.0) (for, 1, 0.0) (Manchester, 1, 0.0) tafter, 1, 0.0 they, 1, 0.0) (hought, 1,0.0) (8.9, 1, 0.0 (per, 1, 0.0) (cent, 1, 0.0
tolub, 1, 0.0) ¢fromn, 1, 0.0 (B3kyB, 1, 0.0)

Slirieight words
6[Filter terms

ZIFI Operation: 2
[Terms: (8)
(Irigh, 2, 0.0) (United, 2, 0.0) (P, 1, 0.0) (McManus, 1, 0.0) (John, 1, 0.0) (Magnier, 1, 0.0) (Manchester, 1, 0.00 (BSkyB, 1, 0.0)
Operation: 3
[Terms: (8)

(rish, 2, 0.0) (United, 2, 0.0) (JP, 1, 0.0) (MeManus, 1, 0.0) (John, 1, 0.0) (Magnier, 1, 0.0) {Manchester, 1, 0.0} (BSkyE, 1, 0.0)

> |Operation: 4

| Edit Remove | [TEms(8)
= rish, 2, 0.0) (Unite, 2, 0.0} (P, 1, 0.0) (McMany, 1, 0.0) (dohn, 1, 0.0) (agnier, 1, 0.0) (Manchest, 1, 0.0} (BSkyE, 1,00)

Run

‘ Run Process ‘ .?S’Er;astm(g) s
| JQZE il (rish, 2, 8.078060766967093) (Unite, 2, 10.8910642230715403) (JP, 1, 5455321115357 702) (McManu, 1, 6.148468285817647) (John,
= 1, 3.4404180048154366) (Magnier, 1, 614846828591 7647) (Manchest, 1, 614846828581 7647) (BSkyB, 1, 54565321116357703)
Operation: &
[Terms: (3]

trish, 2, 8.078060766967093) (Unite, 2, 10.910642230715403) (JF, 1, 5.455321115357702)

Documents
G

1 21 a1 61 81 101 121 141 161 181 201 221 241 261 281 301 321 341 361 381 401 421 441 461

Fig. 1. TTM Testbench - After performing operations on the docunoatiection.

minimum support and less than a certain maximum supporttbndechnique that can
be used to remove unwanted rules is to spesifyp rulesi.e., rules that are common
and can be removed automatically.

5 The TTM Testbench

The Temporal Text Mining (TTM) Testbench is a user-friendpyplication developed
in order to simplify experimenting with rule mining in tenmab document collec-
tions. Text mining using the TTM Testbench is essentiallyapss consisting of three
phases: 1) loading the document collection, 2) choosinghkvbperations that should
be performed, including pre- and post-processing as welllasmining, and 3) let the
system perform the selected operations and present thedmat, i.e., the association
rules generated based on the document collection, opesatad parameters.

Fig. 1 illustrates the TTM Testbench in use, after a docuretéction has been
loaded. Studying the individual documents is also easyutinghe use of the scroll bar
shown below the text window. To the left is the operation e tool, where one or
more operations are selected. It is also possible to viewebalt from the individual
operations (for example extracted terms or TF-IDF valuesghch document.



A number of operations are available in the TTM Testbencth easentially work-
ing as part of a filtering/operator pipeline. The operat@sdiin the experiments re-
ported in this paper are:

Extract terms: Extract all terms in each document.

Extract nouns: Extract all proper nouns (i.e., nouns starting with a cajetser).
Remove stop wordsRemove stop words. The stop words are stored in a stop word file
where thee user himself add appropriate stop words.

Stem words: Perform stemming of the text. Both stemming of English antofwe-
gian are supported.

Weight terms: Calculate a weight to each term, using TF-IDF.

Filter terms: Filter terms that should be included in the process whenngifor tem-
poral association rules. This operation has a number obogtithe most important
being the possibility of only keeping a certain numbef terms, which is either thi
highest ranked based on TF-IDF value, or khi&rst words in the document.

FITI: The currentlyimplemented algorithm for mining tempora@sation rules in the
document collection that has been loaded into the systenthioperator a number
of parameters are available, including minimum and maxinsupport, minimum and
maximum confidence, the size of the time window, and maximetnsize.

6 Experimental Evaluation

A number of experiments have been performed in order to atdithe rule mining
approach as well as studying the impact of various pre- astpr@ocessing operations
and rule mining parameters. We will in the following deserthree of the experiments
which have been performed using the TTM Testbench. The erpats are based on a
relatively small collection, consisting of 38 days of therft page of the online version
of Financial Times (468 news articles). The size of the adtssrelatively limited and
it is therefore not expected that really interesting ruldslve found using this dataset.
However, it is believed that the dataset is large enoughifmtifying meaningful rules.
Default parameters for the rule mining have been min/mapsumf 0.1/0.5, min/max
confidence of 0.7/1.0, max time span 3 days, and max set si&e of

In order to determine the quality of the mined rules, evatuatriteria have to be
defined. In these experiments focus will be on the qualithefrules found. To deter-
mine if a rule that has been mined is meaningful or not, isaiffi(if not impossible)
to determine by using automatic methods. For this projeataaual approach to de-
termine rule quality is therefore used. Focus will be on figdiules that include terms
with some semantic meaning, or that can be said to be sel&eaiory, for example
Bush Irag andUN. Automatic methods for determining if a rule is meaningfuhot,
are outside the scope of this paper. This should however bsidered as a field for
further research.

All terms. In the first experiment the only filtering performed is stoprvoemoval and
stemming. Stop words are removed in order to minimize thelaarhof rules that will
not have any meaning, and stemming is included to groupaimibrds and increasing
the support of these. As can be expected, without limitirgrtbmber of terms there



will be too many resulting rules. This result argues thatsdachnique should be used
to extract the semantics of the text and represent this bgrfésyms, if rule mining is
to be successful.

Filtering. Given the observation that using all terms is not feasiblifteasing operation
can minimize the solution space. The most simple approathasly use the firsk
terms of each text. However, the resulting rules do not caaugh meaning. Examples
of such rules includ¢John,0) = (hit,1) or (back,0) = (Irag,1). This also points
towards a more semantically-based approach.

An extension of using only thé first terms of each text is to use tkhemost im-
portant terms from each document. This is an attempt to eethenumber of features
describing the text, without loosing too much of the sentanfThe TF-IDF-measure is
used to determine the most important terms, andktheghest ranked terms are kept.
Although the quality of the rules increased from the presiexperiments, most of them
were still not very meaningful.

Noun extraction.Nouns have a high semantic meaning, and in order to see hew thi
affects the rules we used proper nouns only as basis for thamning. Also in this
experiment, filtering is performed. The reason for this &t there might be too many
nouns present, making the approach unfeasible. In thetnepdrted here the eight
highest-weighted proper nouns from each document are Rgsdilts of this experiment
are shown in Fig. 2.

7 Conclusions and further work

In this paper we have described how to mine association mlesmporal document
collections. We described how to perform the various steiseé temporal text mining
process, including data cleaning, text refinement, tempesociation rule mining and
rule post-processing. We also described the TTM Testbendhsame results from
using this tool.

Future work includes the development of appropriate mefiac rule quality and
develop new techniques for rule post-processing. Regautthi@ rule mining itself, it
is obvious that it is a computationally very costly process] more work should be
performed on how to optimize this part of the process.
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{putin yuko' 19 b-= {(russian’, 2} 017 0,86
{'russiat presid', 00 b-= {{uka', 29} 0,14 0,83
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i{'britain’, 03 }-= {michael', 13} 014 0,83 -

Fig. 2. Experimental results, nouns with stemming and the 8 firshadept.
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