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ABSTRACT

XML is emerging as the de-facto standard for semistructered
tents and metadata. Searching this content in mobile envieots

is challenging, since centralized approaches are not pgpte in

a very dynamic environment with limited resources avadafolr
keeping a centralized index up-to-date. A more appropate
lution is to organize the mobile devices in an unstructuredrp
to-peer (P2P) network. The main challenge in the contextef u
structured P2P is to determine the peers that might storendieats
matching a query, i.epeer selectionIn this paper, we propose a
summary caching method for increasing the efficiency andlirec
of peer selection during XML querying. Our approach is bazed
caching parts of XML schemas along the query path, to enalble s
sequenfumpsto remote peers storing content relevant to the query.
We evaluate the performance improvements of our seardegyra
in terms of completeness of the search and reduced latertey. T
results show that our approach can significantly enhanceve na
query mechanism such as flooding, and consistently outperéo
baseline path caching technique similar to techniques irsee+
lated work.

1. INTRODUCTION

XML is emerging as the de-facto standard for semistructured
contents and metadata. Searching this content in mobilieoerv
ments is challenging, since centralized approaches arapumb-
priate in a very dynamic environment where devices havedidni
resources available for keeping a centralized index ugate- A
more appropriate solution is to organize the mobile devines
peer-to-peer (P2P) network. In this way, devices will coapein
the search, thus avoiding the need for the central index,edlsas
providing an up-to-date view of contents in the network.

base our approach on an unstructured (Gnutella-like) P2#orie
The basic query routing mechanism in unstructured P2P mk$vo
isflooding However, this technique is not scalable, and in practice,
given a specified search budget in terms of number of messages
limits the search to only a neighborhood of the querying pgev-
eral techniques have been proposed for reducing the seasth c
and one particular class of techniques is those based on aymm
caching. A common approach that is widely adopted in presiou
work when querying XML data over a P2P network is caching
XML paths on peers (henceforth referred toPa3achg.

In this paper we present a nov@immary cachingpproach of
XML schemas for efficient peer selection and querying of XML
data. Our new approach to summary caching is particuladyulis
in the context of XML data, aiming to improveeer selectiorat
query time. Our approach is based aaching (parts of) schemas
of XML documents stored at remote nad8shema information is
cached at all peers on the query return path, in order to ersath-
sequenjumpsto remote peers storing content relevant to a query.
Assuming a query based on a path expression (which is thdarase
both XPath and XQuery), the schemas can be used for detexgnini
peers with high probability of matching the query. Thus thery
is more directed than flooding, as it can be forwarded to piats
are more likely to contain relevant data. The result is thatrga
certain search cost, rechis significantly improved in comparison
to the basic routing mechanism.

Compared to previous work, our innovation lies in explajthi-
erarchical schema information to cache representativarsuias
of peers’ contents based on the query workload. This is an im-
portant difference compared to recent work on P2P keywaskt
caching, since we devise caching technigues that inhgrexploit
the hierarchical structure of data. Moreover, contrary revipus
work [2, 6, 8], we cache the structure of data, not data itsalf-

Thus, assuming that XML data is available on the devices and thermore, peer selection is also based on the structureaf dais

that these devices are organized in a loosely connecteddp@P t
ogy, the challenge is to enable facilities for searching gunetying
XML data in a P2P context. In a system with high churn rate,
constantly changing topology (due to the movement of theilmob
devices), and high latency, maintaining a structured P2®lay
deployed as a distributed hash table is very costly, soaddstee
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has two important advantages: 1) the cache is more restlent
data updates, and 2) the peer selection constitutes thetigsto-
wards schema mediation, as jumps are enabled to peers Vgth re
vant schemas. Then query routing efficiency increases rbytitig
the query to peers that can return results with higher pribityab

The main contributions of our work are:

e A summary caching technique that uses (parts of) cached
XML schemas to improve peer selection and query routing
in unstructured P2P networks. This contrasts to previous ap
proaches caching values, and has important benefits includ-
ing robustness to dynamic data (schemas change less fre-
quently than the actual data).

!Recall is the fraction of all relevant material that is reed by a
search.



e An algorithm that encompasses different routing variats,
ablingjumpsto topologically remote peers, based on the lo-
cal cache contents.

e An extensive evaluation of the approach, through largéesca

simulations. The results show that our approach: 1) reduces

query processing cost and 2) increases the probabilitydf fin
ing the relevant XML data in a P2P network where we can
not afford to search all peers. More importantly, our ap-

2.1 XML query processingin unstructured P2P
systems

Among the most closely related research papers to our work
are [2, 6, 8]. In[6], itis assumed that the XML tags providedhoe
participating nodes have-system wide defined semanticss iSh
practically a text indexing approach, which does not expla hi-
erarchical information. The system does not try to compenfest
semantic heterogeneity, which is considered an orthogporudd-
lem. Whenever a new node joins the system it has to propagate

proach is consistently better than a baseline path caching jnformation to every node in the network, which clearly i¢ scal-

technique, widely used in related work.

The organization of the rest of this paper is as follows. In-Se
tion 2, we overview related work. In Section 3, we define the sy
tem architecture, the data and query model. In Section 4,e~ve d
scribe schema-assisted P2P querying of XML data. In Seé&tion
we provide an evaluation of our approach based on a simuylader

totype of a P2P system. Finally, in Section 6, we conclude and

outline issues for further work.

2. RELATED WORK

able. Incremental updates are used to send only changesato da
and in the approach mainly stable peers are assumed.

A different family of approaches is based on the concept af-ro
ing indices [4] and their variants. In [8], the authors prepstrate-
gies for routing and query processing in unstructured P2EBys.
The basic mechanism adopted is a variant of the compounthgout
index, following the query shipping approach, i.e., no ¢aghs
assumed. Inthe same context, in [2], schema-aware routificas
are used to guide queries following a super-peer based agipro
Routing of XML queries in P2P databases is researched in [11]
The authors try to propose a scalable solution with respeobth

An extensive review on P2P management of XML data can be duery processing and data updates. They also discuss gaesinf

found in [10]. One of the research challenges identifiedim¢hn-
text is indexing XML data and subsequent efficient queryingut
This is the issue addressed by our work. While several aphesa

in P2P XML data management assume schema-less XML docu-

ments [9], this is expected to change. So our approach tiapga

bility of flooding or global index maintenance in a dynamicPP2
environment, which motivates our approach.

Koloniari and Pitoura [9] present an approach for summary in
dexing using multi-level Bloom filters. In their work, thepm-
sider hierarchical content-based organization of peersubse-

on the use of schemas. The lack of schema might have been goodiuently route queries efficiently based on the summarie$l7h

enough for previous document-centric XML documents, but wi
probably not be for data-centric documents. A schema is @ ver
valuable resource in query processing and should alwaysée u
when available. Further, the existence of automatic sctgemar-
ation techniques allows management of schema-less XMLhyata
our approach too, without requirements of explicit schemind
tion by a peer.

It should be noted that result caching is not considered m ou
work as an appropriate alternative solution, mainly duédnéohigh
associated storage and maintenance cost. In particuldates of
actual results can lead to excessive bandwidth consumpdien
pending on the size of the cached objects. Therefore we ynainl
consider index caching mechanisms, an approach similango t
one adopted in [21]. This protocol (DICAS) organizes peats i
disjoint groups and selectively caches index data on theyqae
turn path, to improve some limitations of uniform index ciach
employed by Gnutella. Compared to DICAS, our work exploits
the hierarchical structure of XML data, more precisely dseima,
to cache summary information along the query return pathtand
subsequently suppojampsto remote peers holding data relevant
to the query. Our approach can be enhanced by this protacol, a
issue that we will investigate in future work, to harnessnierits
of both approaches. Another approach that employs quérgrdr
caching, in which similarly to our work the information cachis
generated by the query load, is presented in [18].

a super-peer approach towards a P2P XML database systeet is pr
sented, where peers are organized in a hierarchy, too. rBiffe
data schemas are supported and peers are clustered tdupgshdr

on schema-similarity, to reduce the querying cost. Quemimg is
based on query propagation up to the root of the hierarchy.

In previous work [5, 14], we have studied the issue of summary
caching for improved query processing in unstructured R2P s
tems. In [14], taxonomy caching is employed for data inddxgd
a taxonomy. In [5], we presented the notion of schema cadbing
XML data. In this paper we extend the work presented in [5, 14]
with a more elaborate caching technique and algorithms der p
selection as well as a more detailed experimental evaluatio

2.2 Search in unstructured P2P systems

Several papers describe improvements [22] to the basicifigod
strategy usingjuery jumpgdirect contact with remote peers known
or believed to contain relevant information) to remote pgés,
19]. In the approach described in [13] the object locatioals®
stored in the return path and query jumps can be employed.- How
ever, only one answer is assumed for a given search key. In our
case, we can have many results and provide mechanisms to find
the most appropriate query matches. Sripanidkulchai €tL].
also present an approach where they shsartcuts(direct links to
remote peers) which can be used for jumps. Shortcuts are made
based on successful previous queries and are not assoimiates

Furthermore, in most P2P systems queries are keyword-pased actual queries (i.e., a shortcut with a particular ranksgsed for

thus supporting only exact matching, that usually does cobm-
modate the user’s needs or requirements. It is thereforeriauut
to use more expressive and powerful languages (like XML)gba
beyond keyword matching, exploiting the (hierarchicatyisture
of the data [10].

In the following, we first review related work in XML query pro
cessing in unstructured P2P systems, which is more tiglaihy ¢
nected to our approach, and we then proceed with an ovenfiew o
improvements to basic search in unstructured P2P networks.

all queries). This is different from our approach, where wiate
summary information to actual information contents. In BHy-
namic network adaptation mechanism is used, which is in sesen
similar to our approach. Other papers that try to improvehihe
sic search mechanism include the approach described irafi®]
APS [20]. Finally, in [7], an approach that utilizes the pashavior

of peers in order to boost the search performance is presente



3. BACKGROUND

In this section we give an overview of the system and the data-
and query models.

3.1 System overview

3.3 Query model

There exist a number of approaches to query XML documents.
This includes standardized languages like XPath and XQuery
well as vendor-dependent languages and SQL-extensiorish(wh
has been the typical approach in commercial relational DBMS

We consider a system of peers connected in an unstructuredMost of these approaches have in common that they employ-a var

(Gnutella-like) P2P network. A peeP that joins the P2P net-
work first establishes connection to one or more peers, dopar
the basic P2P bootstrapping protocol (the actual protoepedds
on the variant of unstructured P2P network, possible teglas in-
clude use oknown peersas well as multicasting). Thus initially,
peers are only aware of theW¥,, immediate neighbors, wher¥,

is determined as a function of the basic P2P network creatioh
peer-join strategies.

When no performance-improving technique like caching is em
ployed, querying in an unstructured P2P system is perforazed
follows: the query® originating from the querying peety, is for-
warded to other peers, denotemote peers The process of de-
ciding to which peer(s) to forward the query is calbpgery routing
(a basic query routing algorithm flooding). Attached to thery
is a time-to-live (TTL) value which is initialized by the queéng
peer. The TTL is decremented each time the query is forwarded
and when it reaches zero the query is not propagated furftiner.
peers that can be reached at a particular time ffggconstitute
the query horizorof Pg.

3.2 Datamodd

The peers in the system store data that is searchable by othe

peers in the network. This data is represented as XML doctsnen
that are stored either as files or in a database, the onlyresment

is that it should be possible to query these documents abeavike-
scribed shortly. Although documents stored as files (andiples
also XML documents stored in databases) might have a filename
in a system-wide context the file names are not of interesuas o
approach is data-centfic XML documents may or may not have
an associated description using XML Schema. We expect that f
new data-centric applications based on XML the use of sckema
will be the rule (or can be automatically generated). An inbgoat
aspect of schemas is thgiven the schemas of the XML documents
in a collection, itis possible to determine from the schemlasther
there can be documents in the collection matching a padigodith
expression in a queryin other words, the XML schemas are used
to select which collections to query, and prune collectitwas cer-
tainly contain no documents matching the query.

[

ant or subset of XPath, in order to filter out relevant eles&am
the XML documents before further processing. Our systedewi
query model is also based on XPath.

The most important aspect of XPath is the notionlafation
paths(LP). Example of location paths at@er son/ addr ess/city
and// address/city. Itis interesting to note about location
paths that a patl®; that is a prefix of a patt, will match a su-
perset of the elements matched By. For instance, the number of
elements matched hbya/ b will be the same or larger than those
matched by the more specific pdth/ b/ c. This is exploited by
our approach, which caches information about the more peci
path, in order to improve the efficiency of the cached entries
Example: / per son/ addr ess will match allper son elements
containing an address element, whifger son/ addr ess/ city
will only match those person elements that containddr ess el-
ement containing ai t y element. A location path can also contain
predicates, which can be tests on strings as well as on ncaheri
values.

In general, the full XPath language or XQuery will be used at a
querying peerP,. However, given a query issued B, only the
location path, possibly including predicates, is actudiyvarded
to other peers. When a query is issued, the following stelgs ta
place:

1. The local query processor extracts the location p&from
the query.

2. LP will be forwarded to appropriate peers (as will be de-

scribed in more detail in the following sections).

. When aLP is received at a peer, it will be applied to XML
documents having a schema matching ltRe The result of
applying thelLP is a set of elements (i.e., XML data). The
element<sE are returned tdg.

. Pg will receive a sek for each peer having matching docu-
ments. In the case of XQuery additional manipulation might
be performed, in order to generate the final results.

In the description above we have assumeathta-centricappli-

In a P2P context all peers are autonomous. This means thatcation context where all matching data of contacted peelisbwi

there is no global schema or authority that can control oifywer

retrieved and be part of the process of generating the redalt-

schemas that are used. Thus we expect that on each peer a nunfVver, we note that imlocument-centri@pplication areas, only a

ber of schemas are used. In the general case schemas oardiffer
peers will not be related, but in many cases peers will uselatal-
ized or at least commonly accepted schemas, which is negéssa
the case of communication and e-Business. Our approacikfispec
cally targets at such focused application scenarios. lilshaiso be
mentioned that although our approach is most useful when XML
schemas are used, we expect that a certain fraction of dotame
will still be created without an associated schema. In otdém-
prove query efficiency also for queries involving these doents,

a schema can be created that is compliant with the curretatnios

of the document.

2Data-centric XML documents are typically documents meant f
computer consumption, while document-centric XML docutaen
are typically meant for human consumption (like books, pspe
etc.)

subset of the matching documents will be needed and rettieve
Which documents to retrieve is based on a ranking decisian. F
these application areas the identifiers and relevant mietaddhe
documents containing matching elements are returneckadsf
the actual elements. In document-centric application saedso
the whole documents and not only individual elements might b
needed in the final result. Our proposed techniques arelg@ml
plicable for both data- and document-centric applicati@as, but
for simplicity of presentation we will assume a data-centontext

in the rest of this paper.

4. SCHEMA-ASSISTED P2P QUERYING OF
XML DATA

The problem of using the basic approach for P2P querying, as
described above, is the high cost associated with floodinge T



result is that in order to find as many results as possible,ra ve
high number of peerpotentially having relevant data have to be
contacted. In order to have a more targeted query forwardieg
employ summary information retrieved during past queadstter
decide on candidate peers.

4.1 Result cachingvs. summary caching

One particular kind of information from previous queriegtie
actual results, i.e., after receiving thaery resultfrom a number
of peers, the querying peer can cache the query results foe mo
efficient processing of future queries as described in, f.g16].
An expiration time (presumably with a low value) is attached
the result, to ensure that the results will be discarded afoertain
amount of time. In particular for static contents and staigers,
the result caching technique can significantly reduce ttaecke
cost. However, 1) the results might soon get invalid/stegehing
the results incurs a considerable storage cost and thusshés
are only kept for a certain amount of time, limiting the useéss
of the caching, 2) the stored results are only useful wherexiaet
same query is issued several times, 3) result caching ilf wde
not improve the probability of finding contents outside thery
horizon (although this can be improved on, by allowing query
sults to be used also for queries from remote nodes, i.eonpfor
local query processing), and 4) the associated storage aimden
nance cost of result caching is high. Even though secontianyge
media is getting cheaper, result caching in a dynamic P2Rmyis
not a wise design decision, since the system becomes vhlaera
terms of bandwidth consumption, depending on the rate chtgsd
and the size of updated objects.

An alternative to result caching is to instead cashemary in-
formation of contents located at remote pedrhis summary infor-
mation can be returned together with the query resultslligdsach
summary information should be compact and robust to chaofyes
the actual contents. In the following, we will describe olB&ache
approach for summary caching.

4.2 XSCache overview

Our approach, which is the topic of this paper, is to cachegpa
of) the schemaof remote data (instead of, for example, caching
summary based on actual contents), as illustrated in Fiuhéo-
tice that the actual values from query results are not cadhettie
case of XML, a query will involve a path as described in the pre
vious section, and information about possible paths carobed
in the schema. Thus having the schema cached locally carede us
to know which peers most likely have data that matches theyque
In the most extreme case (although not likely in practicdemvall
schemas from all peers would be available, the exact setasspe
matching a query can be found before query forwarding.

The advantage of our approach is that even if contents of abh XM
document change frequently, schemas change less fregukml
also the case that usually when a new document is created| it w
belong to an existing schema. Although in the worst case a new
document will have a new schema associated with it, this vl
the case only for very few documents on a peer, as there @xsts
real application where each document has a separate schema.

It should also be noted that our approach can be employed in
combination with result caching. This is in particular ugebr
very frequent queries, which then only have to be reissueebat
lar times. When our approach is used for query routing, theryqu
horizon is also extended in a more robust way than when using r
sult caching alone. It will also gradually be extended withet as
schema information is further distributed.

We will now describe in more detail our new approach for query

{Local Schema
<Sche‘::ﬁ <LocalSchema>
<B1></B1> R
<B2></B2>

<IA1>

<A2>
<B3></B3>
<B4></B4>

<In2>

</Schemal>

<B5>
/ <C1></C1>
e <C2></C2>
</BS5>
<IAa>
<AS>
<B1></B1>
<B4></B4>

</LocalSchema>

| Sub-Schema Caching

P1: <Schemal>
<A2>

<Schema2>
<AL> Path Caching
<B3></B3>
<B6></B6>
<B8></B8>

<IAL>

<A2>
<B3></B3>
<B7></B7>

<IA2>

<A3>
<B2></B2>
<B6></B6>

<IA3>
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P1.
<Schemal>
<A2>

<Schemal>
<AL>..</A1>
<A2>...<IA2>
</Schemal>

<B3></B3>
<B4></B4>
<IA2>
<IA2>
</Schemal> </Schemal>
P2:
<Schema2>
<Al>...</AL>

P2: <Schema2> .

<Schema2>

<B3></B3> o

<B7></BT>
<IA2>
</Schema2>

<A2>...</A2>
<A3>...</A3>
</Schema2>

<IA2>
</Schema2>

Figure 1. Schema caching variants (full-schema, sub-schema
and path caching) asresult of aquery for / / A2.

routing. The main contributor to increased query routirffigiency
is the XML schema cache (XSCache), a structure for maintanan
of remote schema information.

4.3 Schema-assisted query routing

Query routing is the process of deciding where to forward a
query, performed by all involved peers, i.e., both the qinerpeer
as well as intermediate peers. In both cases, when a lookilne in
XSCache for schemas matching the XPath expression gives as r
sult a set of matched peers, the query can be forwarded Iglitect
one or more of these peers. This forwarding is callghap. Note
that unlike routing indices that only maintain informatiof the
neighborhood and are used to choose appropriate neighbes pe
for query forwarding, information about contents at verynote
peers (also beyond the query horizon) can be contained X$he
Cache. In the case when a peer does not find a match in the XS-
Cache, the query is forwarded using the basic query routing a
rithm. Notice that even if a query match is found at a peer and
results returned to the querying peer, the query is furthmvdrded
until the TTL reaches zero. This is because ideally in a dats#ric
approachall relevant results to a query need to be retrieved. For
an illustrative example of query routing assisted by jungesBig-
ure 2, where grey-colored peers are the ones contacted Quéng
The figure explains how the query horizon is extended; becatis
the jumps and the continuation of routing at remote locaticon-
tents of remote XSCaches can be queried and potentiallyt iasu
new jumps.

Query routing path
——

Figure 2: Query routing employing jumps (dashed lines show
remote parts of the P2P network, while grey-colored peersare
the ones contacted by the query).



Algorithm 1 Peer selection during query routing.
Require:
Py = {P,..., P,} {Neigbors to considemp = N,, — 1}
XSCRV € {XSCacheB, XSCacheNB, XSCacheN2B,
X SCacheAll} {XSCache routing variant}
Pc = {Pca,..., Pc.} {Peers of thec matching entries in XS-
Cache, decreasing rank}
Ensure:
Pr {Peers to which the query will be forwarded}
Pr =10
if (¢ < n)then
Pr = (n — ¢) randomly selected peers froRy
end if
if XSCRV = XSCacheN B) then
if (c > n) then
Pr ={Pcu, ..., Pon}
else
Pr = PcJPr
end if
eseif (XSCRV = X SCacheB) then
Pr = Pc1|J Py
dseif (XSCRV = X SCacheAll) then
if (c > n) then
Pr = Pc
else
Pr =Pc|JPr
end if
eseif (XSCRV = XSCacheN2B) then
if (c > n) then
h=n/2
Pr ={Pc, ..., Pci, } |J random selection of other peers
in Pc
else
Pr =Pc|JPr
end if
end if

In general, a lookup in the XSCache retumnpeers having a
schema matching the query, and the query is forwardéafehese
peers and in addition to a subset of the neighbors. Whenc a
decision has to be made to which of the peers to forward theyque
Our current approach is to simply rank the candidate peesadba
on the number of XML document elements they contain that imatc
the cached schema (note that this approach can easily balegte
to for example consider position in the hierarchy etc.). Sehthat
have the highest number are considered most useful for they qu
and are more appropriate to answer the query. The valuei®f
an important parameter, and different strategies for deténg &
results into a number ofSCache routing variantsAssumingN,,
to be the average connectivity degree (anchlet N,, — 1) for the
P2P network then the query is routed to theighest ranked peers
in the cache and ta — k£ randomly selected neighbors:

1.
2.

XSCacheBk=1, select the highest ranked peer from the cache.

XSCacheNBk=n, select the: highest ranked peers from the
cache.

. XSCacheN2B:=n/2, select then/2 highest ranked peers
from the cache.

4.

The approaches are presented formally in Algorithm 1, where
the set of neighbors to consider is denotedPas= {Px, ..., Pr}

XSCacheAllk=c, select all peers from the cache.

(wheren = N, — 1) and the set of the peers of thematch-
ing entries in XSCache, ordered by decreasing rankPas=
{Pc1,..., Pcc}.

When forwarding the query there is also the issue on how much
the TTL should be decremented. We reduce TTL by 1 during
jumps, so as to enable the continuation of flooding at renmte |
cations. This means that given a particular TTL the totalding
cost is in the same order whether jumps are performed or res- N
ertheless we emphasize that because of the jumps, morevgéers
be contacted, since fewer messages are wasted by react@adal
contacted peers. We study the best XSCache variants (X&B8ach
and XSCacheNB) in terms of performance experimentally ic+ Se
tion 5.

4.4 Distributing schema information

The basic mechanism for distributing schema informatiooyis
piggybacking the appropriate schema(s) with the result@€juery.
The query results are routed to the querying peer throughethe
turn path, possibly involving jumps. The reasons for this: at)
to enable caching the schema(s) at peers on the return pat2) a
to make it possible for these intermediate nodes to valideie-
validate their cached routing information. In particulamjps are
performed because the peer from which the jump is initiasedi-
formation about the destination peer containing dataedl&d the
query. This information is kept in the XSCache and has a valid
ity time. By routing the information back, the peer reirlitias the
time counter, when it knows the entry is valid. It is also plolesto
return an invalidation message indicating that the detingeer
does not have any data matching the query anymore, if thaeis t
case.

45 XML schema caching

The XSCache is a fairly traditional cache. When a new schema
is to be inserted but the cache is full, one of the schemasnisved
based on an LRU policy. Because of high cost of invalidati@n w
use the soft-state approach which is most common in higldy di
tributed systems, i.e., each item has an associated egpitane,
so that if the validity of the schema with respect to the aissed
peer has not been confirmed within a certain time, the schatha w
be removed from the cache. The expiration time is set to a fixed
value, which is higher for remote peers that are already know
and where churn statistics are available, than for newlgodisred
peers.

When caching a schema based on query results, we have the op-
tion of caching the whole schema or just the part of the schetna
evant to the current query. The first approach is céildleschema
cachingand it is considered an aggressive caching technique, while
the second is calledub-schema cachingFor completeness we
also mention that an even coarser caching can be perforpatl:
caching In a path caching approach only the actual path in the
query is cached, i.e., not the subpaths being part of therszhe

The three alternatives are illustrated in Figure 1. The &gur
shows the contents of the XSCache after a query foh2. The
grey-shadowed areas of the figure show the contents of X&Cach
in case of: 1) full-schema caching (the whole schema is ajche
2) sub-schema caching (only the part of the schema thatiosnta
/1 A2 is cached), or 3) path caching (only the path ending with
/' A2 is cached).

Which of the three approaches (path caching, full-schertiaicg,
and sub-schema caching) to use depends on applicationsiand q
patterns. Path caching is the most conservative approacrevier
it results in savings in communication and reduces as®titbr-
age and maintenance costs. Full-schema caching has thetagiva



Figure 3: Tree representation of (parts of) schemas cached
from different peers.

of supporting a larger number of different future querieswidver,

Symbol | Description Range of values (Default)
Np # of peers 200Q..8000 (2000)
Ng # of schemas 100...2000 (500)
Np # of data items 100000..400000 (5 Np)
Ng # of queries - (100)

dp Fract. of querying peers 0.2..0.5(0.2)
a Query distr. param.r 0.6..2 (1.4)
Cs Cache size - (50)

Table 1: Symbals, descriptions and default values used in the
experiments.

simulations, in order to test its scalability and feasihiliWe use
a simulator, created by our group and written in Java, fayshg

the added communication cost and memory usage can be signif-the performance of different routing strategies in unstmed P2P
icant, so in the general case when no assumptions can be madeetworks.

regarding schema sizes and access patterns, sub-schdmnmgydac
a safer approach, thus it will be the context of the followdlgcus-
sion.

In the experiments, two different P2P network topologies ar
used: 1) a grid-like topology of constant connectivity degwhich
is more dense, i.e., each pair of neighboring peers shareosr5

The items in the cache, the (sub-)schemas, are represesited amon neighbors, and 2) a random graph topology created wath th
a tree. In order to ensure efficient access and use of memory,GT.|TM topology generatdr Due to space constraints we only re-

schemas from different peers are merged when possible. iFhis
illustrated in Figure 3. Each node in the tree is annotatetth wi
a set of tuplegP, N), where P is a peer identifier andV is the
number of leaf elements matching the path from the root t® thi
node in the schema tree. The value Mfis used in the rank-
ing of peers as described above. The part of the tree ilkestra
in Figure 3 can be the result of a humber of queries, including
/ per son,/ per son/ addr ess, and/ / addr ess. However, a
query/ per son/ addr ess/ st r eet would not generate the tree
depicted in Figure 3. The annotat@®] N)tuples are based on infor-
mation provided together with the schemas from the rematespe

One important aspect to note about the XSCache is that the val
ues resulting from a query, for example the text string “Awiein
the city element returned from peers, is not cached in theaX8€.
The reasons are that caching all values would result in Higlage
cost and more importantly high maintenance cost in the dadata
updates. Also, caching the values on all peers along thenrptith
(see above) will in general not be beneficial. However, inliapp
cations areas where caching the valisdseneficial, result caching
can be applied in addition to schema caching, most typicalthe
querying peer only.

5. EXPERIMENTAL STUDY

In this section, we first present the experimental setup aad w
then proceed to describe and discuss the results of ourimgres.

An unstructured P2P network is considered wit» peers that
store XML data that conform to a variety/number of schemasn&
overlap among the schemas that belong to different peers-is a
sumed. A fraction of peersf) act as querying peers issuing ran-
domly generated queries to the network to find relevant XMiada
Several routing strategies are tested to study their caatiparper-
formance.

Our approach is a generalization of path caching, or in other
words path caching is a special case of our approach. Theréfie
stead of comparing against all other approaches, we studghC
in a comparative way to our approach in an unstructured P8P co
text.

5.1 Experimental setup

We evaluate the performance of the proposed approach tiroug

port resuls from the former, results from the latter can haébin

the extended version of the paba¥e use different network sizes,
up to Np=8000 peers. Unless mentioned explicitly, we used the
topology with a connectivity degree of 8. We also tried otten-
nectivity degrees in our experiments leading to similarbasions.

Peer-residing data is described by XML schemas that may have
common parts. Also some peers may share a common schema, to
resemble the real world case, for instance peers within dnges
organization. It should be mentioned that the decision &3ys-
thetic generated schemas is due to the difficulty of findinga r
XML dataset that entails a large humber of schemas, as esfjuir
for large-scale P2P experiments. The total number of aMaildata
values in the network i%p = 50 x Np, whereNp denotes the
number of peers. The allocation of data to peers follows Hret®
principle (also known as the 80-20 rule), i.e., 20% of therpbeld
80% of the total data. We also used uniform allocation to deor
each data value, a path expression of the peer’s local XMeraeh
is used to describe it.

At each simulation experiment a set@f x Np (g, < 1) peers
is selected to act as querying peers. Each peer initié¢egueries,
which are XPath expressions picked from the union of avkilab
XML schemas. In the experiments shown in this paper, we osgy u
a simple type of XML queries, namely queries for locationhgat
i.e. no predicates are used. The queries are randomly gedera
using the zipfian distribution (with parametg), in order to sim-
ulate the users’ interests. This is based on previous effen.
see [15]), which state that file popularity on the Web follawap-
fian distribution.

Symbols of parameters, range of values, and default vahges a
summarized in Table 1.

In our simulation study, we assess the performance of difiter
routing strategies using as quality measures: 1) recaitiwghows
the completeness of the search (in contrast to file-shadatgpase
applications usually require finding all relevant peers] egtriev-
ing all answers to a given query), 2) latency for: i) the fiesult,

ii) the first 10 results, and iii) all results, in terms of nuenlof hops

SAvailable at: http://wwe static. cc. gatech. edu/
projects/gtitm

4pAvailable at http://waw. i di . nt nu. no/ gr upper/ db/
research/techni cal _report/2007/231_art 8. pdf
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Figure4: Measurementsfrom usingdifferent number of query-
ing peers, given asthefraction of peersin the network.

required to return the matching XML data to the querying paed
3) the number of contacted peers due to the routing strategy.

All measurements are taken after half of the total querie®s ha
been issued, in order to eliminate the warm-up effect of tahe.
We study the effect of the following parameters on the penforce
of these strategies: 1) TTL values, 2) network sizes, 3pdhfit
topologies, 4) different skew in query distributions, Syqantage
of querying peers, and 6) total number of available schem#sei
network.

In the experiments presented in this section, we presentawo
ants of sub-schema caching (dena¥&lCacheEandXSCacheNB
according to the way the cached schemas are utilized dutiag/q
routing. We choose to show only two variants, in order to make
the charts readable. Moreover, the results of the other XB€a
variants do not offer any substantial additional insighshlould be
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Figure5: Recall from using different skew in the query distri-
butions (Ift) and for different network sizes (right).

querying peers in the network. The number of querying peers i
increased from 20% to 50% of the total peers. The results show
that recall increases with the percentage of querying p@egs

ure 4(a)). In a real P2P system all peers are expected to issue
queries for data, so this is a strong argument in favor of tiadas

bility of our approach with the number of querying peers. ibkot
also that our approach presents significantly lower latéacyhe

first result compared to the naive approach (Figure 4(b)Ca$he

also outperforms PCache in all other latency-related oweffirst

10 and all results). Another interesting observation cofnas
Figure 4(c), namely that XSCache manages to achieve 4 times t
recall of flooding, by only contacting approximately 40 extout

of 380) peers, using the same number of messages. This means
that XSCache manages to find a higher number of peers that ac-
tually match the query. Furthermore, in the case of floodihg,
number of contacted peers (given a certain number of message
totally depends on the underlying topology. In contrastCé8he

is oblivious to topological parameters. In other words, X8ie
overcomes some of the problems of a basic routing mechamism r
lated to the structure of the underlying topology, such asi#nsity

of the network topology.

Finally, we tested uniform allocation of data to peers in-Fig
ure 4(d), which is exactly the same experiment as shown in Fig
ure 4(a) except that the data allocation is uniform. The cmap
tive results are practically the same with 80-20 allocatanly the

reminded here that with each cached XML schema, also the num- absolute values are lower when the distribution is unifofe.use

ber of associated data values is kept. Query routing variare
based on how to pick peers to forward the query. A peer is canke
according to the number of data it possesses.

the 80-20 allocation rule in the rest of the experiments.
In Figure 5 (left), we gradually increase the skew in the guer
distribution by increasing the value of the query distribatpa-

We use flooding as the naive baseline approach. A more sophis-rametera), to study the behavior of our approach. As expected,

ticated baseline thanaiveis considered as well. This is achieved
by adapting the basic technique used in practically the ritgjof
related work (namely XML path caching) into our simulatorpr-
der to compare against. We refer to this strategpP@sche It

is interesting to note that PCache is actually a special cB¥&S-
Cache, namely it corresponds to the path caching variafflllac-
cordance with the two variants of XSCache, PCache is usedrin o
experiments with two variant®CacheBandPCacheNBThe vari-
ants of our approach are compared against these two appsich
the experiments.

when the query distribution is more skewed, recall increaas a
result of many recurring queries. This is due to the fact that
cached XML schemas become useful for more queries.

In Figure 5 (right), the scalability of our approach with pest
to the number of peers is illustrated. We stress here thainthe
creasing recall values with network size are not expectetithis
is explained by the fact that we also increase the TTL as we in-
crease the network size. Unfortunately, the TTL does notbse
analogously to the number of peers, rather it increasesrfdmnce
recall increases with network size in the chart. The impurfiad-

It should also be stressed that we compare the performance ofing of this experiment is that the higher recall achieved BCéche

the aforementioned approachesng the same number of messages
and the same setup parameters, in order to present directiga:
rable results. As can be seen, our approach both enhancesitee
search strategy and outperforms PCache in all experiments.

5.2 Experimental results

In this section we study the effect of the most important para
eters for a system employing the XSCache.

In Figure 4, we study the effect of increasing the number of

relative to PCache (and naive) is sustained as the netwpekirsi
creases.

In Figure 6 (left), we study the effect of increasing TTL vedu
on the performance of the search strategies. The effectrpinga
the number of available schemas in a P2P network of 2000 peers
depicted in Figure 6 (right). We use up to 2000 different sche
in this experiment, which is a reasonable value since ewdaté in
a P2P system is some orders of magnitude larger than the numbe
of peers, the number of schemas employed is definitely caabpear
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to the number of peers.

We see that for small number of schemas (100) our approaeh per

forms similar to PCache, but far better than naive. Howeseha
available number of schemas increase, XSCache constarfigre
forms PCache. This recall does not increase monotonicalgan

be seen for 2000 schemas, where the achieved recall admitted

drops, however it still surpasses PCache. The reduced ascidie

number of schemas increase is expected, as in the extremtheas
each peer has a completely different schema from other pam@ys
schema caching mechanism will only benefit queries for thexrp
only. Moreover, when the number of available schemas dsesca

as would be the case when schema mediation is employed,-the ef

ficiency of XSCache is not reduced significantly. All in allithv

increasing number of schemas, our approach achieves 2e% tim

the recall of naive, and 1.5-2.5 times the recall of PCache.

Concluding, our approach significantly outperforms theebas
search strategies in terms of recall and associated latémcthe
first, the first 10 and for all results), while utilizing thensa num-
ber of messages. In other words, given a certain recall, XB€a
needs a lower number of messages to achieve it. Furthermare,
approach increases the number of peers that need to be teohtac
with the same search cost.

Comparing the individual variants of XSCache (XSCacheB and

XSCacheNB), we conclude that using the highest ranked émtry
the cache performs similarly to the approach that usentries.
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As a rule of thumb, even one cached entry (the highest ranked) [15] V. N. Padmanabhan and L. Qiu. The content and access

is enough to achieve high recall and low latency. This cosvhgt
XSCacheB is a suitable approach when designing a searaltptot
for P2P networks similar to the ones tested in our simulation

6. CONCLUSIONSAND FUTURE WORK

In this paper, we presented a new approach aiming at reducing

XML query processing costs in mobile environments. We intro

duced the usage of XML schema caching for query routing ak wel
as the underlying mechanisms. We also performed an exeensiv

analysis of the approach through large-scale simulatigimne re-
sults showed that our approach: 1) reduces query processsig
and 2) increases the probability of finding the relevant XMitad
in a P2P network where we can not afford to search all peers.
Plans for future work include more sophisticated rankingaot-
didate peers for peer selection, and integrating actual Xktlces-
sors in an implementation to develop a P2P XML search engine.
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