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Abstract Semantic Overlay Networks (SONs) have been recently pegpas a
way to organize content in peer-to-peer (P2P) networks.riaim objective is to
discover peers with similar content and then form themHyiéacused peer groups.
Efficient content retrieval can be performed by having ceeeselectively forwarded
only to relevant groups of peers to the query. As a resuls, pegrs need to be con-
tacted, in order to answer a query. In this context, the ehgk is to generate SONs
in a decentralized and distributed manner, as the cerdgthtizsembly of global in-
formation is not feasible. Different approaches for exjihgi the generated SONs
for content retrieval have been proposed in the literatwiréch are examined in
this chapter, with a particular focus on SON interconnedifor efficient search.
Several applications, such as P2P document and imagevegtigan be deployed
over generated SONs, motivating the need for distributetitauly scalable SON
creation. Therefore, recently several research papeus fmt SONs as stated in our
comprehensive overview of related work in the field of sencamterlay networks.
A classification of existing algorithms according to a seoflitative criteria is
also provided. In spite of the rich existing work in the fieldSDNs, several chal-
lenges have not been efficiently addressed yet, therefgregef promising research
directions are pointed out and discussed at the end of thisteh
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1 Introduction

As data generation becomes increasingly distributedeeie to user-generated
content (multimedia-images/documents) or because ofiGgtioin-specific needs

(sensor networks, data streams, etc.), traditional dergcbarchitectures fail to ad-

dress the new challenges of contemporary data managenmentmadssive amounts
of distributed data, such as digital libraries and web agibbstext databases, mo-
tivate researchers to work towards decentralized infuasires for efficient data

management and retrieval in highly distributed environteen

A promising solution for the design and deployment of dimtted, global-scale
applications is the exploitation of the peer-to-peer (R&Zadigm. P2P has emerged
as a prominent architecture for searching distributed igtasitories, which reside
on autonomous and independent sources. The overall cbalisrfor a large set
of cooperative computers to support advanced search misogover vast data
collections, thus supporting a wide spectrum of applicegio

Contrary to centralized systems and traditional cliem«searchitectures, nodes
that participate in a large P2P network store and share daa autonomous man-
ner. Such nodes can for example be information providerghwtio not wish to
expose their full data to a client. Therefore, it is challeggto provide efficient
and scalable search, in a context of highly distributed eatntvithout necessarily
moving the actual contents away from the information prexsd Then the problem
of lack of global knowledge - in the sense that each peer iseafonly a small
portion of the network topology and content - needs to betdgti.

P2P systems can be distinguished into two main categariesructuredand
structured In unstructured P2P, each peer maintains a limited numbeormec-
tions (also called links) to other neighboring peers in teemork. Searching in an
unstructured P2P environment usually leads to either ftmpdueries in the net-
work using a time-to-live (TTL) or query forwarding based constructed rout-
ing indices that give a direction for the search. Examplesuch unstructured P2P
networks include Gnutella [17] and Freenet [6]. In struetlP2P systems, a hash
function is used in order to couple keys with objects. Theistiduted hash table
(DHT) is used to route key-based queries efficiently to paeatshold the relevant
objects. In this way, object access is guaranteed withinuatbed number of hops.
Examples of popular structured P2P systems are Chord [48],[38], Pastry [40],
Tapestry [54].

In general, searching in this context incurs high costseims of consumed
network bandwidth and latency. One of the important prolslenP2P search is the
high number of contacted peers that do not contribute tola¢fesult set. Note that
this is also the case for structured P2P networks, which malseedficient for exact
search on the indexed key value. Semantic Overlay Netw@®NS) [9] have been
proposed as an approach for organizing peers in thematipgrso that queries can
be selectively forwarded to only those peers having conéthin specific topics.
In the case of unstructured P2P systems, SONs enable maiemffjuery routing
to specific peer groups in a deliberate way, instead of blomd/érding. Although
this problem is milder in structured P2P systems, as thekeanst is logarithmic
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to the total number of peers, SONs are useful in this contextell, because they
can increase the performance of the search [44].

The main topic of this chapter is an overview of existing aitions and tech-
niques for distributed semantic overlay network genemaiioan unsupervised and
decentralized manner. We first introduce the notion of seimawerlay networks
and we describe the requirements for SON generation in@e2tiln order to il-
lustrate the SON generation process, an approach for ungsge, distributed and
decentralized SON construction, named DESENT [12], isrilesd as representa-
tive example in Section 3, which employs distributed cltstgof peer contents, re-
specting the requirements imposed by the distributed aatithe environment [50].
Thereafter, in Section 4, we describe strategies for seayalsing SONs. We also
show how the generated SONs can be exploited in a super+obéeature, by hav-
ing each super-peer responsible for a specific SON. Diffexpplication scenarios,
including P2P web search and P2P image retrieval, are thesidr Section 5. Then,
we provide a survey of existing SON algorithms and techrégun&ection 6 and we
present a taxonomy of these approaches using meaningégaratation criteria.
Finally, in Section 7, we summarize the most important isseéated to distributed
SON generation and we outline the future research chalienge

2 Semantic Overlay Networks

In this section we describe the notion of semantic overlayworks in detail and we
present a list of requirements for SON generation in a tisteid P2P setting.

Semantic overlay networks have been originally proposednaapproach for
organizing peers in thematic groups with similar conteststhat queries can be
selectively forwarded to only those peers having contethiwispecific topics. It
should be mentioned that SONs do not necessarily imply usemntics in the
traditional sense (like ontologies), however this is thentdirst proposed in the
literature [9] and it is used as such by all researchers.

An example of semantic overlay networks is illustrated igufe 1. In the figure,
peers are organized into three different SONs, accordirthdiv contents. These
are: Sports & Activities, Music & Entertainment and Art & Quile. An important
feature is that a peer may belong to more than one SON, as éneae store data
belonging to different thematic groups. For example, orex pas content relevant
to both Sports & Activities and Music & Entertainment.

In the following, we present a set of desired goals for seinanerlay networks,
in order to provide an assessment of SON quality. Then wegato identify and
analyze a set of requirements for semantic overlay netwenlegation.
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ENTERTAINMENT ART & CULTURE

Fig. 1 The notion of semantic overlays in a P2P network.

2.1 Aimsof SON Generation

The desired features of generated SONs are examined, intordgkeable to evaluate
and assess their quality. There exist two main measuresssat the assessment:
intra-SON similarityandinter-SON similarity

2.1.1 Intra-SON Similarity

An individual SON’s quality is assessed independently bEotSONs by the intra-
SON similarity. This measure calculates the similarity wéry pair of peers that
belong to the SON. High values of intra-SON similarity shdwttpeers contain
relevant contents, hence the quality of the SON is high. Lales indicate that
peers in the SON have dissimilar contents, therefore thétgoathe SONs is not
sufficiently high.

2.1.2 Inter-SON Similarity

When examining a set of generated SONSs, inter-SON sinyilera suitable quality
measure. Essentially, the similarity of every pair of SOfNsdlculated to determine
how similar they are to each other. High values of inter-S@hilarity mean that
SONs describe common contents, so it is not easy to disshghem. Low values
show indicate that SONs are quite well-separated in terntisedf contents, so any
given query can be answered by only few SONs.
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2.2 Requirementsfor SON Generation

Although several P2P research papers (see Section 6) duopise of semantic
overlay networks, they also adopt a set of assumptions tbat r less relax the
basic constraints imposed by the P2P paradigm. In thiscsgatie go a few steps
back, as we identify with the benefit of hindsight from exigtapproaches the ba-
sic requirements for SON generation in a dynamic P2P enwiemi: unsupervised
algorithms, scalability, self-organization, autonomy aecentralization. We do not
consider this list to be complete, we rather see it as a basiofsrequirements
that should be enforced, as they increase the value and behafiy novel SON
generation algorithm.

2.2.1 Unsupervised Algorithms

P2P networks in their initial, visionary form are systemsueltterized by lack of
global knowledge. Instead, only local knowledge of contamd topology can be
safely assumed. However, several approaches make assoggiout the existence
of background knowledge, in order to facilitate SON gerieratA challenge is to
organize the P2P network, assuming minimal pre-existiray#edge.

In principle, clustering algorithms are particularly sdite for SON generation,
because they constitute an unsupervised approach. Aparnttfre input parame-
ters that some clustering algorithms need to executeijlaisdd clustering of peers’
contents assumes no further pre-existing knowledge. Nesless, several existing
SON generation approaches rely on classification to groujpesipeers. The differ-
ence is that some background knowledge is assumed, usudhg form of a pre-
defined taxonomy or as an already existing labeling schenmdeWhis assumption
sounds reasonable for certain applications, it cannot lpynagans be generalized
and presented as suitable for any P2P system. All in all, d fareunsupervised
algorithms and approaches is identified.

2.2.2 Scalability

A unique feature of P2P computing is the unlimited scalgbiliat can be achieved
by exploiting the aggregate capabilities of all participgipeers. Semantic overlays
are proposed as a mechanism that improves the efficiencyaoflseso any such
approach should be scalable. Potential bottlenecks irstefrbommunication costs
(consumed bandwidth, latency, etc.) should be thoroughigied. In the absence
of sufficiently large testbeds, researchers use simukatioriest the scalability of
proposed systems.

Unstructured P2P networks, such as Gnutella, have probiglated to scalabil-
ity [39]. In particular, the time required to locate contént large network can be
extremely long, with high associated costs. Structured$y2Rms solve this issue,
by being able to find the answer to a query with logarithmict,coewever their
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feasibility is still questionable, especially becauseha high maintenance cost of
keeping the indexes updated. The dynamism of a P2P systearevpeers may
arbitrarily fail or join the network, poses another thregaimst ensuring scalable
solutions.

Load-balancing is equally important, especially in theesaghere the individual
peer load may have an aggregate effect, i.e., increase hthize of the network.
Any P2P system based on SONSs should be able to scale well wgthumber of
peers. Current P2P research focusing on SON generatioidshotuscalability as
number one requirement, as this need will become more epildére future, where
the urge for such viable, completely distributed systenexgected to increase.

2.2.3 Self-organization

Informally, the spontaneous activity towards organizatd a system is described
by the concept of self-organization. The basic mechanignséti-organization is

dynamic topology adaptation, as a means to reorganize esatsmeighbors. In

this way overlay networks are created on top of the initid? R2twork topology. We

stress here the essence of self-organization: there isetfoe enforcing external

observation and maintenance mechanisms. Additionallg, iitot necessary for a
system administrator to continuously set the values ofesygtarameters or tune
the system. Self-organization is one of the most challengéquirements in P2P
systems and, at the same time, one of the most difficult teegehi

2.2.4 Autonomy

Peer autonomy is an important concept in P2P networks, whictdirectly related
to other issues like fault-tolerance. Peer autonomy mdaatsetach peer can be as
independent as possible of the limitations imposed by thHe B®tocol, concern-
ing both its behavior and as well as its content. In particutedependence with
respect to content means that each peer does not have tatepts local data or
provide explicit indices to its local data to other peers.rdtwer, a peer should
not be imposed to host indices to data that belongs to othemspi this sense,
unstructured P2P systems respect peer autonomy, in cowithsstructured P2P
systems. As a consequence, unstructured P2P systems areasitient to failures,
because in general, a peer failure makes only its local obnteavailable, while in
a DHT-based network, recovery mechanisms must be enfoorecbhsistency. It
is important that SON construction algorithms should aéspect peer autonomy.
However, peer autonomy comes with a cost: it is usually diffi provide efficient
search.
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2.2.5 Decentralization

While distribution is inherently related to the P2P con¢ct same does not always
hold for decentralization. The most evident example of @éized P2P system was
Napster, one of the first P2P systems to enable file sharivgeket participating
computers. However, while the actual file exchange was padd in a P2P manner,
the index was held in a centralized location. This is not areptable approach for
dynamic P2P systems, since it presents a single point oféail

Learning from the shortcomings of such approaches, deadeation should also
hold for SON generation, especially in large-scale netwolfkoperations are cen-
tralized, this endangers the completeness of SON geneyatith obvious conse-
quences to the correctness of the final overlays. Also, wibhilesmall networks a
centralized solution may seem appropriate, due to the dsgeshglobal knowl-
edge, where better decisions can be made, however it uguabents problems
when applied to large-scale networks. The main reason israarication bottle-
necks that often result in non-applicable or infeasiblerapphes, or in other words
algorithms that do not scale.

3 Distributed Creation of Semantic Overlay Networks

In this section we describe how the semantic overlays asgenén a decentralized
and distributed way using the DESENT approach as descnif@@]. The approach
is based on creating local topological groups of peersddatbne$, forming clus-
ters based on data stored on these peers, and then mergeeg awah clusters re-
cursively until global zones and clusters are obtainechigdpproach, clusters and
semantic overlays are equivalent, and for the rest of tlusewe use these terms
interchangeably.

3.1 The DESENT Approach to Decentralized and Distributed SON
Creation

Having as a starting point the initial unstructured P2P oetwsomeinitiator peers

are selected in a pseudo-random waytigtor selection phasg Initiators create
local topological zones over their neighboring peersng creation pha3eThen
each initiator collects the cluster descriptions of allnges its zone, and executes a
clustering algorithm in order to create new clusters thahge entire zonezbpne
clustering phasg Since the clusters of two (or more) peers may be merged into
a new cluster, this implies that these peers become member$SON, and the
SON'’s contents are now represented by a new cluster déscript the subsequent
steps, the initiators form the current (unstructured) P&&vark, thus playing the
role of peers in the initial setup. Therefore, the processidieed above runs on the
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(c) Third step of zone creation.

Fig. 2 Step-wise zone creation given the three initiators A, B,@nd

initiators, thus new initiators are selected, that createes and cluster zone contents
in a completely similar way as shown above. Hence, zoneslastecs are merged
recursively until global clusters are obtained.

In order to be able to create zones of approximately equaltbioughout the
network & peers in each zone, where a typical zone size is in the ordgr-6f50
peers), a subset of the peers are designated the role of mitintors that can per-
form the zone creation process and subsequently initiadecantrol the cluster-
ing process within each zone. The process of choosingtimitias completely dis-
tributed, and essentially based on each peer assigniffjtiiserole or not, using
a function that is based on a combination of identifier ancetiithe result is that
approximately one out of ea® peer assign themselves the role, and these peers
are uniformly distributed in the network. One importanttéea of the initiator se-
lection algorithm is that we obtain different initiatorscbaime the algorithmis run.
This tackles the problem of being stuck with faulty initiet@s well as reducing the
problem of permanent cheaters.

After a peelR, has discovered that it is an initiator, it uses a probe-bgesguhique
to create its zone. An example of zone creation is illustr@teFigure 2, and as is
illustrated an initiator gradually extends its zone urttiinds a peer already belong-
ing to another zone. This zone creation algorithm has a lastwet. to number of
messages (in the infrequent case of excessive zone siedsijtthtor can decide to
partition its zone, thus sharing its load with other pea#f)en this algorithm termi-
nates, each initiator has assembled a set of f&exnd their capabilities (in terms
of resources they possess), each peer knows the initisgpomsible for its zone,
and each initiator knows the identities of its neighborinigiators. An interesting
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Algorithm 1 Zone-wise clustering.

1. The initiator of each zoniesends probe messages to all pdgri Z;.
2. When a peeP; receives a probe message it sends its set of feature vg€tpr® the initiator
of the zone.
3. The initiator performs clustering on the received featectors. The result is a set of clusters
represented by a new set of feature vec{drs.
The initiator selects a representative peéor each cluster.
The result kept at the initiator is a set of cluster desiamis (CDs), one for each clustér.
Each of the representative peers are informed by thatoitabout the assignment and receive
a copy of the CDs oéll clusters in the zone.
7. The representatives then inform peers on their clustentmeship by sending thefti, R, R).

o gk~

characteristic of this algorithm is that it ensures thatpaléers in the network are
contacted, as long as they are connected to the networkisTéssential, otherwise
there may exist peers whose content is never retrieved.

Independently of the actual construction of SONSs, locastering is performed
on each peer resulting in a set of clusters. Each clustepresented by éeature
vector i which is a vector of tuples, each tuple containing a featmerd) f; and
a weightw;. In order to reduce both computational and communicaticat, anly
the topk features are kept ify;. After the zones and their initiators have been de-
termined, global clustering starts by collecting featueeters from the peers (one
feature vector for each cluster on a peer) and creatingsshibaised on these feature
vectors using Algorithm 1. In order to limit the computatsotihat have to be per-
formed in later stages at other peers, when clusters frone ihan one peer have
to be considered, the clustering should result in at Mdssuch basic clusters\2
is controlled by the clustering algorithm). The result dsthrocess is illustrated in
Figure 3 (note that a peer can belong to more than one cluBach clusteC; is
described by a cluster description (CD), which consisthefduster identifie€;, a
feature vectoF;, the set of peer§P} belonging to the cluster, and the representative
R of the cluster (the purposes of a representative peer isnre sense similar to a
super-peer, and is among other things used to represerstarcit search time), i.e.,
CD; = (G, F,{P},R). For example, the CD of clust€ in Figure 3 (assumingy
is the cluster representative) would be £B (Cy, R, {As, A7, Ag, A9}, A7).

At this point, each initiator has identified the clusterstgvdone. These clusters
can be employed to reduce the cost and increase the quaktysefers to queries
involving the peers in one zone. However, in many cases peather zones are
able to provide more relevant responses to queries. Thuseeeto create an over-
lay that can help in routing queries to clusters in remoteegoin order to achieve
this, we recursively apply merging of zones to larger angdasuper-zones, and
at the same time merge clusters that are sufficiently sinmtarsuper-clusters: first
a set of neighboring zones are combined to a super-zonentighboring super-
zones are combined to a larger super-zone, etc. The redllsisated in Figure 4
as a hierarchy of zones and initiators. Note that leveitiators are a subset of the
level-(i — 1) initiators.
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Level 4 initiators:

Level 3 initiators:

Level 2 initiators:

Level 1 initiators:

Peers:

Level 2 zone

Level 3 zone

Fig. 4 Hierarchy of zones and initiators.

This creation of the inter-zone cluster overlay is perfadrae outlined in Algo-
rithm 2, which is based on the overlay topology from the pvasilevel of zone
creation: since each initiator maintains knowledge ahtsuieighboring zones (and
their initiators), the zones essentially form a zone-taeznetwork resembling the
P2P network that was the starting point. In general, a lexehe consists of a num-
ber of neighboring leve(t — 1) zones, on averag&Z in each (wher&Zdenotes a
set of zones, an[5Z the number of zones in the set). This implies t@t of the
level-(i — 1) initiators should be levalinitiators. This is achieved by using the same
technique for initiator selection as described for the fegel of zones, except that
in this case only peers already chosen to be initiators at-lév- 1) in the previous
phase are eligible for this role.

Algorithm 2 runs iteratively (creating a new level at ea@nation) until only one
initiator is left, i.e., when an initiator has no neighbarke only purpose of the final
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Algorithm 2 Global clustering.

1. The leveltinitiators create super-zones based on previous-levelz@nd in this way also the
leveld initiators become aware of their neighboring super-zones.

2. In asimilar way to how feature vectors were collectedrmyithe basic clustering, the approxi-
matelyNc|SZ CDs created at the previous level are collected by the lievétiator (whereNc
denotes the number of clusters per initiator at the previeu).

3. Clustering is performed again and a set of super-clustgmsnerated.

4. Each of the newly formed super-clusters is representedbl features produced by merging
the topk feature vectors of the individual clusters.

5. A peer inside the super-cluster (not necessarily onesofepresentatives of the cluster) is cho-
sen as representative for the super-cluster, resultingiéweset of CDs, CP= (G;, K, {P},R),
where the set of peedP} contains the representatives of the clusters forming tise bathe
new super-cluster.

. The CDs are communicated to the appropriate represasgati

7. The representatives of the merged clusters (the peefBlinn the new CDs) are informed
about the merging by the super-cluster representative.

(o2

initiator that is produced by performing the algorithm isdiecide the level of the
final hierarchy, so it does not perform any clustering openat The aim is to have
in the end at the top level a number of initiators that is langeugh to provide load-
balancing and resilience to failures, but at the same tinveelmough to keep the cost
of exchanging clustering information between them duriregdverlay creation to a
manageable level. Thus, after Algorithm 2 has terminatesl{dp-level peer probes
level-wise down the tree in order to find the number of peeesaah level until it
reaches leve] with appropriate numbening of peers. The level-initiators are then
informed about the decision and they are given the idergifiéthe other initiators
at that level, in order to send their CDs to them. Finallyleel-j initiators have
knowledge about the clusters in zones covered by the othelr jenitiators.

To summarize, the result of the zone- and cluster-creatioogss is two hierar-
chies: 1) a hierarchy of peers and 2) a hierarchy of clusBtesting with individual
peers at the bottom level, forming zones around the inigagieer which acts as a
zone controller, neighboring zones recursively form stgmeres (see Figure 4). On
the top level are peers that effectively form a forest of¢red where each peer
has replicated the cluster information of the other initiatat that level.

Each peeris member of one or more clusters at the bottom Eavéleach cluster
has one of its peers as representative. One or more clustesstate a super-cluster,
which again recursively form new super-clusters. At theléopl a number of global
clusters exist.

4 Searching in Semantic Overlay Networks

After semantic overlay networks have been successfulleiggad, the remaining
issue is how to exploit them at query time, in order to imprthe performance of
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searching. There exist two challenges in this context: taiBON search and 2)
inter-SON search.

The former is about the way search is performed at peers ¢han@to a specific
SON. For example, when a peer that belongs to a SON about raslcrissues a
query about "Rolling Stones”, the query can be answered frosnrSON. However,
the challenge is to find the appropriate peers to contaaiéntsie SON. The lat-
ter refers to searches that cannot be served by the SON{ghthguerying peer
belongs to. For instance, in the previous example, the [sseles a query about
"Shakespeare”, which clearly has to be forwarded to the S&dansible for liter-
ature. In this case, the problem is how to route the query taréicplar SON, when
a potential big list of SONs is available.

In the following, the most popular approach for SON-baseddeis presented.
It consists of exploiting the links between peers with samgontent for intra-SON
search, and using links between peers with different cariterinter-SON query
routing. Unfortunately, this approach has several shatings, which motivate the
need for a more efficient organization of SONs for searchinghis spirit, we
demonstrate a super-peer architecture with a super-péeg besponsible for a
SON. The advantages of this approach are more efficienttsealygng in super-
peer query routing mechanism.

4.1 Traditional SON-based Search

Most approaches that rely on semantic overlay networksrgemvo types of links
between peers, in order to enable subsequent search. Tthgdaf links isshort
links, which are used to connect peers with similar contaedtthey are used inside a
SON. The second type of linkslenglinks and they enable search between different
SONSs. Representative approaches belonging to this categdude [18, 23, 35].

Searching is then performed by routing queries over theapjate links. For
search within SONs short links are used, whereas searcfffématit SONs is per-
formed using long links. Usually, searching over short eigldinks takes the form
of flooding, using a TTL value to limit the search cost.

Although the performance of search is increased comparétetbasic search
mechanism, one problem of this approach is the lack of ateteouting mecha-
nism over the new links. In the case of large P2P networks ctm lead to increased
searching costs.

Another problem arises when advanced query processingneda supported,
instead of file sharing. Usually, in P2P file sharing, redic#files exist in many
peers in the network, and a request for a file can be satisfiezhpyne of these
peers. In contrast, when the query is more complex, as fanpkefinding the sum
or average of data stored in peers, the query results witkkbetenly when all peers
holding relevant data are contacted. As a consequence, iharneed for a more
efficient mechanism that enables advanced query processirigcilitating access
to all peers that maintain data that contribute to the finsllteset.
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D’s SON G’s SON

Fig. 5 SONSs organized in a super-peer architecture.

4.2 Super-Peer Organization

As an improvement to the aforementioned problem, peersigeig to a SON are
assigned to a super-peer. Thus, SONs are organized in azegearchitecture,
with each super-peer responsible for a SON. For an illugéraxample see Figure 5.
While the basic ideas are shortly presented here, the steateeader can find more
details in [13].

Intra-SON search is performed by a peer contacting the gugerresponsible
for the SON, and then the super-peer forwards the query s pe¢he SON. This
is performed in an efficient way, as it requires the minimurmmber of messages for
query forwarding.

Inter-SON search is based on query routing at super-peel levthe case that
super-peers are organized in a particular super-peerdgpauch as a hypercube
(cf. [41]), super-peer routing is efficiently performedngsihe topology links. In the
absence of a specific topology, there exists a naive seatbhitpie of flooding the
super-peer network. However, even though the number ofsugers is typically at
least an order of magnitude smaller than the number of fj@atiog peers, such a
technique is not scalable. Therefore, a more efficient mashmis to create routing
indices [8] at super-peer level, in order to guide the se&wchppropriate super-
peers.

As super-peer infrastructures [53] harness the merits tif bentralized and
distributed architectures, we make a design choice of argugmr architecture
for the P2P network interconnection. Moreover, the choitéhe super-peer ar-
chitecture is motivated and driven by our main requirementstalability. Cur-
rently deployed super-peer networks, e.g. eMweny.emule-project.net )
and KaZaA (www.kazaa.com ), support large number of users, demonstrating the
appropriateness of super-peer architectures when sligiégrequired. In addition,
peer autonomy is respected as the actual content remairfeecowner peer, and
only metadata is indexed and handled by the super-peer netwo
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5 Applications of Semantic Overlay Networks

In this section we present two application scenarios thplo&ixSON usage. First,
we show how P2P document retrieval can be enhanced by agdap®ON-based
approach (section 5.1). Thereafter, we present the designdistributed search
engine for multimedia content that also capitalizes on S@stion 5.2).

5.1 P2P Web Search - Document Retrieval

The advent of the World Wide Web in combination with efficisairch engines like
Google and Yahoo! has made an enormous amount of informedisity available
for everybody. However, lately, several researchers hawestigated the feasibility
of providing web search facilities over a network of coopgeapeers [22, 46, 32,
11, 4], contrary to the traditional model of centralized viretbexing and searching.
Some of the advantages of a completely distributed seagheare:

e Coverage and scalability: Current search engines onlyragenall fraction of
the documents on the Web, whereas a search engine consistimgusands or
millions of computers can scale better to achieve completerage.

e Freshness: Many web pages are rarely accessed by searoesgmngisulting in
outdated search index contents,

e Avoiding information monopoly phenomena: A centralizedrsé engine can
control the flow of information, what is indexed, how it is peated to the user
and — most importantly — the ranking. Censoring is also ameiss the search
engine can filter out material that is considered contragkrs

e Precision: one of the major concerns of current search esggrthe precision of
retrieval. A P2P search engine must adopt mechanisms thabuathe precision
of searching.

e Low cost: the cost of providing web search facilities empigythe P2P paradigm
is extremely low, as expensive data-centers and servesfarereplaced by the
commodity PCs of end-users.

A completely distributed search engine in its basic formsists of several indi-
vidual peers that cooperate in order to provide the senotieatively. Towards this
goal, each peer uses part of its resources in order to beildgbessary infrastructure
for supporting web search. Therefore each peer:

Collects the available web content, similar to a typical wearch engine crawler.
Indexes the assembled data, similar to inverted indexes.

Publishes its index to the rest of the network, in order toerttkdata retrievable.
Issues keyword-based queries for web document retrieval.
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In the following, an application called SOWESL1, 13] is presented, that sup-
ports efficient full-text search over an unstructured P2iRoik, by organizing peers
into semantic overlay networks.

SOWES assumes a Gnutella-like unstructured P2P netwdk péers and each
peer stores a (potentially large) set of web documents. Deardents stored at a
peer may either belong to the peer (in case it is a web site pgrhrave been crawled
from other sites on the web.

We now first describe how peers are organized into SONs, ardwie present
the searching mechanism for performing keyword-basedegier

5.1.1 SON Creation

Creation of semantic overlays in SOWES is a multi-phaseidiged process, which
capitalizes on DESENT (see Section 3). First zones of peersraated, then within
each zone, SONs are created based on the data of peers. mbgexjgent steps
zones and clusters are merged recursively until globateisisare obtained. The
main difference from DESENT is that the peer hierarchy iy arsled for SON cre-
ation and not for searching. When global SONs have beenectesppecial purpose
links are established between peers in SONSs, in order tolesehrching. Thus,
the hierarchy of zones is only used during the SON creationgss and finally the
search is performed over a flat organization of SONSs. In tltg #e result is a set
of SONs, each represented by a peer which functions sinoilarsuper-peer.

We now describe in more detail the structure of SONs in SOVWHS;particular
emphasis on SONSs interconnections and information retrigspects of SOWES.
One important point is that when two individual SONs are redrigpto a new SON,
the SON hierarchy is not maintained as in DESENT. Insteadislare created be-
tween peers in the two individual SONs ensuring sufficiemneativity, and then
only the merged SON is used for further merging.

Similar to DESENT, each SON is a group of peers that is desdiiiy a cluster
Ci of the peers’ contents. Clusters are represented by cldeseriptors (CDs), one
for each cluste€;. In addition to the cluster identifier and feature vector@dom
selection o\, representative peef&} belonging to the cluster is part of the cluster
description. The value of; is chosen high enough to minimize the probability
of all of them disappearing, due to peer failures, during lifetime of the CD,
but low enough to avoid high communication cost when comuatitig the CDs.
As an example, considering the peers in Figure 3, the CD aftelC, would be
CD; = (Cy,F2, {As,Ag}), assumingds andAg are the randomly chosen peers.

In order to ensure the connectivity of the merged SGNmks are used between
the merged SONSs. In this way, the probability that a SON bexsodisconnected due
to peer failure is eliminated. Thetlinks between the peers of the two clusters are
formed by iteratively selecting from each SON, the leasthemted peers, and then

2 SemanticOverlays forWeb Searching
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connecting them. The algorithm ensures that there existghafppm each peer to
any other peer within each SON.

As described so far, the resulting SONs are sufficiently ecoted internally.
However, in order to support inter-cluster queries, thelltegy SONs also need
to be sufficiently connected. This is performed during tret &ep, when there is
one zone and it is achieved by creatshgonnections from each representative peer
to representatives of other SONs. This ensures conngaiviiuster representative
level and consequently enables query routing among SONSs.

Before describing how query routing is performed, we briegljiew the connec-
tivity of each peeq:

e Q maintainsLy connections to other peers that belong in the same global SON
for each global SON tha) belongs to. These connections were created during
the SON merging phase.

e Q maintainsL, connections to cluster representatives, for each glob&l 8@
peer belongs to.

In addition, cluster representatives of the global SONsntaéni Ly connections to
other cluster representatives. These connections araasadure inter-SON com-
munication, in order to make any SON reachable from any pesatthe same time
avoid its potential isolation from the rest of the SONs.

5.1.2 Keyword-based Search

In this section, we describe how keyword-based search fenpeed. We first de-
scribe in more detail the basic approach to searchingviebby techniques that
reduce the cost of query routing. A query for web documenigirates from a
querying peeQp. In an unstructured P2P system, querying is performed byngu
the query to appropriate peers and performing the query cdm@fathese peers, and
then returning matching results. In our context, procesia query is performed by
first determining which clusters might contain relevanedatter-cluster routing,
followed by searching one or more of these clustamsg-cluster routing.
Inter-cluster routingrefers to query routing at cluster representative levelctvh
aims to identify similar cluster descriptions to the quémyorder to limit the amount
of costly intra-cluster searching, the inter-cluster nogiis performed in two steps.
In the first step, a search for appropriate clusters is p@ddr A number of
techniques can be used to find these clusters. Potentidloswuncluderandom
jumpsor somegossiping approacthat allow peers to become familiar with a small
set of peers outside their cluster. However, both thesentqahs and their variants
impose a query horizon, i.e., they cannot guarantee thaiteepeers are reached in
very large networks. In order to overcome such limitatiams use the links created
among cluster representatives to route queries. In thenabsd more sophisticated
mechanisms, this routing takes the form of flooding. In théyywve can guarantee
that the query contacts all clusters (i.e., their clustpresentatives), thus enabling
access even to the most distanced peers. Those clustesenfatives reached in
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this way having a similarity to the query that is larger thaegain threshold, return
their CD to the originating peedp.

In the second ste@p determines which clusters are most appropriate (based on
the results of step 1), and forwards the query to these fra-icitister searching. In a
real system the number of clusters to search is determinéueayumber of results
returned, so that the number of clusters searched can kedimi

Intra-cluster routingrefers to query routing within a cluster. Routing always
starts from a cluster representative (which has been fouridglinter-cluster rout-
ing as described above), and it is performed as floodingrstifrom the representa-
tive through itd_4 connections. Each peer that received the query executesilty
and if it has matching results these are returne@go

5.2 P2P Image Retrieval

The widespread use of digital image equipment enables saibsto capture and edit
their own image content, sometimes of high intellectualanmercial value. The
centralized character of Web search raises issues regaajalties, in the case of
protected content, censorship, and to some degree inflaimrabnopoly. Moreover
current tools for image retrieval are limited in query exgsigeness and lack se-
mantic capabilities. Image content is only partially caeby web search engines,
although it is evident that there is a tremendous wealth gitaliimages available
on computers or other devices around the world. This is foiytwhue to the fact that
image content induces further complicated problems régattie search: current
centralized image search facilities do not sufficientlysupmetadata management,
semantics, advanced media querying etc.

In this section, we presenta SON-based architecture toatathe P2P paradigm
for indexing, searching and ranking of image content. Thienalte goal of our ar-
chitecture is to provide a search mechanism for image congdying on image
features. The overall system is described in [51] and therdkgns for query pro-
cessing are introduced in [14]. The application describedis section is a scalable,
decentralized and distributed infrastructure for buigdansearch engine for image
content capitalizing on P2P technology.

5.2.1 Architecture

The proposed architecture utilizes a P2P infrastructursdpporting the deploy-
ment of a scalable search engine for multimedia contentieadohg future user
needs and search requirements. A high-level abstractitimecdirchitecture, show-
ing the different participating entities, their intercamtions and functionality is
shown in Figure 6.

Collaborating entities in the search engine consist otdijtent providers and
requestorsaand 2)information brokers
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Fig. 6 Architecture of P2P search engine for image content.

Content providersre entities that produce or store images that they woudd lik
to publish.Content requestorare not necessarily contributing content to the search
engine. However their role is important, as they repredentisers of the search en-
gine. These roles are not mutually exclusive. Content retgueenjoy a rich reper-
toire of query and searching facilities and they are praviglecess to thousands or
millions of independent and undiscovered multimedia sesi{content providers).
Besides stationary content providers, mobile contentigess which are able to
dynamically capture content, also like to exchange imaga dad make it widely
available.

Information brokersconsist of more powerful and less volatile peers in the net-
work. They realize a decentralized indexing service. Intaatdto the basic form of
metadata that is generated by the content providers, irdtombrokers may em-
ploy more sophisticated (and thus demanding) algorithatsabuld not be executed
in lightweight peers, due to lack or processing power or latckore widespread
knowledge on the rest of the multimedia content in the ndtwor

Obviously, the afore-described architecture can be redlisy means of a super-
peer network. Content providers are peers that want to nhaledontent searchable
and also be able to search other peers’ content, acting &smteaquestors. On the
other hand, information brokers are super-peers that foerbackbone of the search
engine. In what follows, we describe how SONs can improveptaa super-peer
architecture, in terms of search performance.
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5.2.2 Peer Organization

One of the most important factors that influences the perdoica of P2P systems
is the underlying data distribution to peers (and superg)e&n the general case,
when a peer joins the network, it connects to a super-pegalysn a random way.
However, data on peers is usually clustered into a few thieraatas that reflect
the users interests. It is therefore necessary to deters péth similar content that
belong to the same community. Additionally, this shouldwdao a self-organizing
way, without explicit external intervention. Then, quergan be directed to specific
peers only, thus improving query processing performance.

Semantic overlay networks can improve the basic architeatithe distributed
search engine forimage content. SONs are created in orfteni@ommunities that
store similar content. After SONs have been formed, a spper-become respon-
sible for one or more SONSs. This is achieved by reassignirgsp® super-peers,
in such a way that the assignment corresponds to SON meniersie result is
that a super-peer indexes peers that store similar coi@ensequently, queries can
be answered by being directed to a limited set of super-pefish are responsible
for content relevant to the query.

5.2.3 Similarity search

The SON-based super-peer architecture is a good startingfpoconstructing an
efficient search mechanism. The aim is to support queries’titrieve all images
similar to a given an image” or "retrieve thkemost similar images to a given one”.

Similarity search over image content usually involves hgiimages represented
by objects in a high dimensional data space. Features additésspace may include
both text-based features (such as key words, annotatiodsjisual features (such
as color, texture, shape, faces). This feature extracti@nsemi-automatic process
and it takes place on each peer, before joining the seardneerithen similarity
search is performed by computing the similarity or distaot@igh dimensional
objects, provided that there exists a commonly accepteitbsity or distance func-
tion.

SIMPEER [14] is a super-peer system that supports simjlagarch over high-
dimensional data. This system can realize the search mischa&quired on top of
the architecture described above. After presenting itstfanality in short, we show
the difference in query processing performance induced®®BE-mechanism.

SIMPEER relies on a three-level clustering scheme and stppticient P2P
similarity search in metric spaces. Given a super-peeraritveach peer connects
to a super-peer and maintains its own data, representedgh aimensional space.
In a construction phase, each peer applies a clusteringithgoon its local data.
Thereafter, each super-peer gathers the clusters of itgiatsd peers and applies
on them a clustering algorithm resulting in a new clustettisat describe the data
indexed by this super-peer. These clusters are broadastezisuper-peer network,
in order to formrouting clustersat super-peers.
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Peer Cluster

(a) SON-based routing clusters. (b) Random routing clusters.

Fig. 7 Super-peer routing clusters and range query.

Figure 7(a) depicts the routing information stored at eagiespeer, namely the
routing clusters of all other super-peers. The clusterrmadion of peers is stored
only at the corresponding super-peer of each peer. At qiras, each super-peer
decides where to forward a query, based on its routing clisfssume a range
query, initiated at a super-peSR,. First, SR, examines its routing clusters to find
to which of its neighboring super-peers the query shoulddredrded to. Each
recipient super-pee8R checks whether its local peers can provide any results, by
inspecting their clusters. If the query overlaps with sofnsters,SR contacts only
the peers responsible for these clusters. Othen@Resimply forwards the query
to its neighboring super-peers, using its routing clusters

Figure 7 depicts the effects of SONs for our search engineguSiIMPEER.
In Figure 7(a) the peer clusters assigned to a routing claseesimilar, leading to
high intra-SON similarity. The inter-SON similarity, i.the overlap between routing
clusters of different super-peers, is low. In this case SHER has been shown to
work well, meaning that only few super-peers and peers thatprovide relevant
results are queried, resulting in reduced network traffecr@sponse time. However,
for the case depicted in Figure 7(b), each peer cluster igraess randomly to a
super-peer, resulting in routing clusters that are not-selarated. Thus, the routing
ability of the routing clusters is reduced, while the netwtyaffic and the number
of contacted super-peers are increased.

6 Related Work

Semantic Overlay Networks (SONBave been proposed as an approach for se-
mantically organizing peers, so that queries can be foradhtd only those peers
containing documents within specific topics. In the sempagder [9], SONs are pre-
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sented as thematic focused groups of peers, which share conmberests. In this
respect, a P2P network is organized into SONs, in order tblerficient routing
of queries only to relevant peers. The advantage of thiscgmbris that it reduces
the routing cost, namely it reduces the flooding cost in tlse cd unstructured P2P
networks and decreases the number of peers that need totaeteatin the case of
structured P2P systems. In principle, SONs also enhanoguidléy of results, an
important issue in the case of distributed informationiegtl tasks like P2P web
search.

In the following, we review existing algorithms and techung for semantic over-
lay network generation in P2P systems. A taxonomy of sermantrlay networks
is presented in Table 1, by first distinguishing them basetherunderlying P2P
architecture, namelynstructuredand structured Then, within each architecture,
three basic methods for SON generation are identiiecstering classificatiorand
gossip-based

| I Unstructured | Structured |
DESENT [12]
Distributed K-means [15]
Topic-segmented overlays [3] pSearch [47]
Clustering SSW [23] WonGoo [31]
Super-peers [13] SWOP [18]

Klampanoset al.[19]
Semantic Peer [26]
Content-based Overlays [2[7]

Fairness Index [49] HSPIR [25]
Classification| iClusterDL [37] Content-based Overlays [37]
iCluster [35]

REMINDIN' [48]
Associative overlays [7]
Shortcuts [44]

INGA [29]
Gossiping Acquaintances [5] p2pDating [34]
Metric Social Networks [42 GridVine [2]

SON reformulation [20]
Epidemic protocol [52]
Chatty Web [1]
Language Models [24]

Table 1 Taxonomy of semantic overlay network generation algorghm
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6.1 Unstructured P2P

6.1.1 Clustering

Although several papers describe how to use SON-like strest little work exists
on the issue of to actually create SONs in an unsupervisegnd@lized and dis-
tributed way in unstructured networks. One important ditfic arises when there is
a lack of background knowledge about peer contents. In tharimg, SON con-
struction methods that usmsupervised learningre presented, with most of these
approaches relying orlustering algorithms

A distributed (but not decentralized) P2P clustering atparis presented in [15],
so that for a given query, the querying peer can identify thstrpromising clusters
and route the query precisely to peers containing relevacumhents.

In [3], topic-segmented overlagse proposed, which partition peers into groups
of similar topics. The approach is based on assembling ppeesentations at one
site and perform a clustering that is then communicated fwe&irs. Cluster updates
are treated similarly; the site determines any changeseoflibbal cluster descrip-
tions and informs other peers on demand.

Klampanos et al [19] propose to cluster peer contents, ieroi generate a
cluster-based architecture for P2P information retrievalividual peer documents
are clustered using a hierarchical clustering algorithimh document clusters are
evaluated using two metrics: 1) the average standard dmviaf term frequency
among the documents of each cluster and 2) the number of peengnts within a
specific topic, which shows the expertise of a peer. Then goass peer clustering
algorithm is used to identifgontent-aware groups.e. peer clusters. However this
algorithm is not distributed, assuming all knowledge ofrpeesters is available at
one location.

Semantic small world (SSW3] aims at small world network construction by
semantic clustering of peer contents. Each peer is repeasby the centroid of its
largest cluster in the semantic space. This forms the psensntic label. Further-
more, each peer maintains short and long range contactse whert range contacts
refer to neighboring peer clusters, while long range cdstafer to peers with data
at randomly chosen points in the semantic space.

In [13], SONs are generated using hierarchical clusterfrgeer contents. After
SON construction, each SON is assigned to a super-peeltingsn a super-peer
organization of SONs. This leads to performance improvegdoth in terms of
retrieval quality and associated search costs.

Recently, a measure for cluster cohesion, catledtering efficiencyhas been
proposed in [36], as a way to evaluate SON quality. In cohteesxisting measures,
clustering efficiency takes into account the neighborhoiod peer, not only its
direct neighbors. Maintenance of neighboring links is bdas® a periodic rewiring
procedure, which triggers the process of discovering ainpieers.

Another approach to improve on some of the problems of Glauli&k systems,
is to use a super-peer architecture where a number of piemts@re connected to a
super-peer, which 1) indexes the data stored on its peesglbas 2) communicates
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with other super-peers so that queries that can not be sdtfsim the local super-
peer can be forwarded to other super-peers. Super-peearaa@s benefit from the
advantages of both the centralized and the distributeddjgara They combine the
efficiency of centralized search with the intrinsic featuod P2P. An interesting
study of super-peer networks is presented by Yang and Ghtaiima [53]. The
authors discuss design issues concerning super-peernistamnd come up with a
set of useful rules of thumb. Edutella [33] is another sypesr approach, based
on a hypercube topology [41], for routing queries. Sup&rpanaintain indices
of peer contents and routing indices, and searching isipadigtachieved through
routing at super-peer level. A super-peer architectureatsm be used to realize
a hierarchical summary index as described in [43]. In [2R]stering policies are
proposed to generate semantic clusters in super-peer matviRarticular emphasis
is put on managing heterogeneous data schemes.

6.1.2 Classification

One of the problems of unsupervised techniques is that ieieggally difficult to
identify coherent clusters, without exploiting any baakgnd knowledge. As a so-
lution to this, several papers have advocated the use ofgbawkd knowledge, in
order to generate groups of peers with similar content. & hesthods belong to the
category ofsupervised learningnd they usually emploglassification algorithms
or assume the existence of a common ontology among peers.

In [49], a P2P architecture where nodes are logically omghinto a fixed num-
ber of clusters is presented. The main focus is on fairnegsmnspect to the load
of individual nodes. For this reason, tfarness indexs proposed, as a metric for
inter-cluster load balancing. Furthermore, intra-clukiad balancing is considered,
in order to achieve load balancing among peers that belotigeteame cluster.

In [35], the authors presenCluster, a system where peers become members
of SONs by creating and maintaining two types of linksort-rangeand long-
rangelinks. Short range links connect peers inside a SON, whilg lange links
are used to interconnect SONs and assist searching. Thal &DIN creation is
based on a periodic rewiring procedure, with each peerdrfimd other similar
peers. An application of this approach in a digital libraontext is theClusterDL
system [37]. Notice that according to the authors SONs cagdmerated either
through document clustering or classification, however Wweose to record this
work as classification mainly due to the way experiments ygeréormed.

In[26], the authors address the issue of SON creation in elPaa Management
System (PDMS) where peers have different schemas and thepanected through
schema mappings. Each peer is represented by a set of cereaph concept will
be associated to at most one SON. Heterogeneity is solved tl# WordNet as
background thesaurus. The authors define a distance faratimng sets of con-
cepts and they use the BUBBLE framework [16] for clusterifdgpeer join time,
neighbor selection can be performed in two ways: range ehe(select the peers
in the SON with distance below a threshold) and k-NN seledtibe k closest peers
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semantically). Especially the k-NN approach, requiresrsga value for the radius,
which requires some non-negligible communication and lssortization with the
joining peer. Updates seem to flood the network and theirggapon does not have
a stopping mechanism.

6.1.3 Gossip-based

Several papers related to SON construction rely on goggipintocols for dis-
tributing information in the P2P network. Once informat@aout peers’ contents
is spread in the network, a peer can establish links to retgweers. The advan-
tage of gossip-based approaches is that they are compiiséifputed and support
self-organization. However, one of their disadvantagekas they can provide no
guarantees that relevant peers will be acquainted in finite, tespecially in the case
of really large and dynamic P2P networks. Obviously, dependn the application,
gossip-based approaches can provide an efficient soludicB@®N generation and
subsequent searching.

Associative overlaygproposed in [7], are similar to SONs. The underlying con-
cept is that peers which have previously satisfied queriesvare likely candi-
dates for answering a current query. Hence, such peers gaained into overlay
networks. The approach has advantages over blind searctfsiruatured P2P net-
works, especially for searches for rare items.

A similar notion has been recently proposedMetric Social Networkg42],
peers establish links based on query histories, thus faymoierlay networks for
improving the efficiency of similarity search. The main ide#o exploit the concept
of social networks, with peers creating relationships teeopeers according to the
similarity of their data. Peer links are generated basedumrygresults, trying to
identify peers that contributed significantly to the resait a query.

Cholviet al.[5] propose the use @fcquaintanceas an extension to Gnutella-like
networks to improve searching. Peers with similar contargslinked together, so
that searches for a particular topic can be routed to moesaast peers in less time.
Semantic communities of peers are created in this way. Thie b#uition of this
approach is that efficient searching is achieved becausese&that initiate from a
particular community can be fulfilled within the communitjtlvhigh probability.

In [44], peers that share similar interests cresitertcutsto each other, thus en-
riching the original overlay connections. The use of intétgased shortcuts en-
hances the basic search mechanism employed by Gnutelentiadly, the creation
of interest-based groups of peers is quite similar to theephof semantic overlay
networks.

The use of shortcuts has also been employed for generatimgnsie social over-
lay networks [29]. In the system called INGA, peers creat maintain shortcuts
to other peers in a lazy manner, by examining past queridsibsiied by the peer
itself and routed through the peer. Shortcuts are mairdaadour different level
serving different purposes: 1) at the content providertdagieortcuts are created
to remote peers which have successfully answered a queay,t2¢ recommender
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layer, information is maintained about remote peers whe lissued a query, 3) at
the bootstrapping layer, shortcuts to well connected rerpetrs are kept, and 4)
at the network layer, connections are maintained to pedatseainderlying network
topology. The authors study the comparative performantidG@GHA to the approach
presented in [44] and their results show that INGA perforetsd.

Yet another approach where peers collect and maintainrirdtion about other
peers that answered successfully past queries is presefdd]. The authors study
query evaluation of RDF data distributed over data repdsgoSimilarly to previ-
ous works, the objective of keeping information of sucoglgsést query evaluation
is to enable future peer selection. This approach has beareldended, in order to
support ranking of peers [30].

Abereret al.[1] present a similar gossip-based technique for creatiseimantic
links among peers. The main focus of the paper is on produgloigal semantics
from local interactions among peers.

In [24], statistical language models on peers are used tribegpeer contents.
Then SONSs are created by having peers periodically exchiafigenation about
their nearest neighbors in the semantic space. Througlonanteetings with other
peers, each peer maintains locally a set of references atietgsting peers, which
will be used at query time.

Voulgariset al. [52] propose an epidemic protocol for SON constructionsThi
is essentially a gossiping approach that enables peerstortgefamiliar with other
semantically related peers. In this way peer clusteringifopmed using a semantic
proximity function that quantifies the semantic similawtypeers.

In [20], the authors study the problem of keeping SONs uptjatéhout having
to reconstruct the overlay network. The approach is basdtheimg a cluster rep-
resentative for each cluster, which assembles relocatiquests and serves them
in a second phase. The cluster reformulation problem is tedde a novel way as
a game, where peers decide which clusters to join based ent@itgains in the
recall of their future queries.

6.2 Structured P2P

6.2.1 Clustering

In the context of structured P2P systems, several reseapgrphave dealt with the
issue of improving the basic search provided by the undeglpHT. In general, two
are the main goals that should be achieved. First, in doctiragieval applications,
support for semantic retrieval is required, in contrasttisterg exact matching of
keywords to documents. Semantic overlay networks are Lisefis direction, as
peers are organized based on the semantics of their coSendnd, improvements
to the performance of the underlying structured P2P prétaobe achieved, using
SON-based techniques. The objective is to reduce the seastland the increase
the precision of the search, by contacting only carefullgcted peers.
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Tanget al.[47] propose pSearch, a system for SON creation on top odtsired
P2P networks. The approach is based on the use of LSI to centipeit(multidi-
mensional) semantic key that can provide the coordinates flocumentin a CAN
network, and then use a nearest-neighbor search techmigueer to find appropri-
ate documents. Thus the indices of semantically relatedrdeats are assigned to
the same or neighboring peers in the overlay.

Improvements to the approach are presented in WonGoo [34iplithe ap-
proach tries to improve on the costly update process of p8ed@his is achieved by
computing LSI of terms not documents, so as terms in a congusat significantly
affected when the corpus changes, the LSI of terms do not teeleel updated. In
terms of the actual SON generation, WonGoo uses similantgaks with pSearch.

However, some of the inherent problems of LS, like progegsbst and choos-
ing number of dimensions, make it difficult to employ thisiteijue in a large-scale
dynamic document repository. Furthermore, both [25] and pssume a central
LSI computation, which presumes that all documents or a Eaaipeasonable size
must be assembled at a central location, which is infeafible large P2P system,
especially when acquisition of global knowledge is impblesi

In [18], the SWOP protocol for construction of small-worl@fP overlays has
been proposed. Similar to other papers, peers maiotagter linksandlong links
to neighboring and distant nodes respectively. In this wmall-world overlay net-
work can improve the performance of the underlying strieduP2P, in this case
Chord. Furthermore, exploiting the nice properties of $mvatld network, the au-
thors propose an effective object replication algorithmitable for handling dy-
namic query workloads for popular objects, such as the flesliccscenario.

6.2.2 Classification

There are only few papers that use classification technifpresemantic overlay
network creation over structured P2P systems.

Liu etal.[25] propose HSPIR, a hierarchical SON based on CAN [38] aanufe
Addressable Network [21]. Support for semantics is aclidweusing Latent Se-
mantic Indexing (LSI) [10]. A document is represented usireggvector space model
and LSI and it is classified using support vector machinesuéryyis classified in
order to match a topic and then routed to the appropriatengsponsible for this
topic using CAN. Then this peer forwards the query to oth@rpiside the SON
in a hierarchical way, exploiting the range addressableort

In [27], the authors present a system that exploits existiagsifications of peers
in taxonomies, in order to build overlays with peers basegonomy information.
This enables the creation Gontent-based Overlay Networks (CONshich is es-
sentially a content-based grouping of peers. One advanfdg@®Ns over traditional
DHT-based systems is that queries that retrieve only fewlteesan be broadened
exploiting the information stored in the taxonomy.
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6.2.3 Gossip-based

A similar approach to [5, 44] has been described in [34]. #@erform random
meetings with other peers at regular intervals, therebgnessively establishing
connections tdriendly peers. An advantage of this approach is that it respects peer
autonomy, as each peer may independently decide which ctongto create and
which to avoid. Another nice feature of this family of techués is adaptivity to
changesin the peer’s underlying content and interestsatithers present this SON
generation method as an improvement of P2P web search ovasciused P2P
infrastructure [32].

A different notion of SONSs, as outlined in [2], is related hema mappings
and peers that are logically interconnected through scmeapgpings. Th&ridVine
system is built on top of a structured P2P network, calledri@-Ghrough local
schema translations and semantic gossiping, global SGNseated.

6.3 Evaluation

In this section, we present a meaningful evaluation of theremhentioned ap-
proaches. The aim is to identify their comparative advasgaand disadvantages
based on the nice properties that are supported by eachaabprd summary of
this comparison is presented in Table 2.

A set of quality indices is employed, in order to perform thaleation. A SON
generation method is evaluated based on its adherence tolltheing properties:
distributed, decentralized, unsupervised, scalablé&,atghnizing, autonomy. For a
more general discussion regarding the requirements for §&i¢ration we refer
to [50].

The rationale for classifying a SON generation algorithroriefly explained in
the following. An algorithm is distributed when it is exeedtat several sites, in-
stead of a single one. Most SON generation algorithms fulkfi criterion, with
few exceptions, for example the approach in [19] describesea clustering algo-
rithm that is not distributed. Decentralization charaets algorithms that do not
require a centralized location for assembling data or msiog algorithms. For in-
stance, pSearch [47] requires the computation of LSl in &rakkred manner, there-
fore it is not decentralized. The distinction between suised and unsupervised
approaches is easy, as it is based on the existence of backbkaowledge or the
use of supervised learning techniques. Scalability is gomant requirement and
it is not always supported by SON generation methods. Anagabr is deemed
scalable if it can scale up to hundreds of thousands of pasrgpposed to some
hundreds or thousands of peers only. For such large-scal®res, it is unclear
whether gossip-based approaches can produce resultsapitabte quality, as they
are usually evaluated at much smaller scale. Self-organires a necessary prop-
erty for P2P systems, and approaches that work in a bottomaumer, starting at
peer level and converging at some fixed point without exiémervention, usually
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satisfy this requirement. Peer autonomy is the typical 6@s8ON creation meth-
ods in unstructured P2P networks, however it is often véaldh structured P2P
systems, when peers are assigned specific parts of the gidleal

< || Autonomy

DESENT [12]

Distributed K-means [15]
SSW [23]

Klampanoset al. [19]
Topic-segmented overlays
Fairness Index [49]
Super-peers [13]
iClusterDL [37]

iCluster [35]

Unstructured P2FREMINDIN’ [48]
Associative overlays [7]
Shortcuts [44]

INGA [29]

Acquaintances [5]

Metric Social Networks [42]
SON reformulation [20]
Epidemic protocol [52]
Chatty Web [1]

Language Models [24]
Semantic Peer [26]
pSearch [47]

HSPIR [25]

WonGoo [31]

Structured P2P |[SWOP [18]

p2pDating [34]
Content-based Overlays [2
GridVine [2]

<. </| Decentralized

LA << < < <|[Unsupervised

<_<_</| Distributed

< < < < < <[ Scalable
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Table 2 Evaluation of existing semantic overlay network techngjue

7 Summary and Future Trends

In this chapter, distributed semantic overlay networkspfeer-to-peer systems have
been presented. Having described the requirements folagvesnstruction, a se-

mantic overlay network generation algorithm with saliematiires has been pre-
sented. Furthermore, searching over semantic overlayonksvhas been discussed,
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demonstrating the advantages in terms of improved perfocsa number of ap-
plications can be deployed exploiting semantic overlaywnsts and two such ex-
amples have been presented, namely P2P web search and RgPretreeval. Fi-

nally, a comprehensive overview of the research relatectmeastic overlay net-
works has been conducted.

Future research related to semantic overlay networks Ipaksising. One re-
search area that has attracted interest lately is socialonles. Semantic overlay
networks can help to identify social communities in the dasg such explicit in-
formation is not available. In addition, more advanced salke social network
mining can be performed using techniques and experienocesdemantic overlays.

Another interesting research direction is peer rankingpéndontext of semantic
overlays. Most approaches so far consider peers inside a &0djual, however
there exist several applications that could exploit raglsach peers according to
specific criteria. For example, in the case that an applinateeds to return a few
results fast to the user, contacting the highest rankedspestead of all, would
result in savings in response time. Such an applicationpgskteetrieval, which is
quite common in today’s web search.

Personalization is an interesting topic that can be studitte context of seman-
tic overlay networks. In scenarios where users have diftgueeferences or when
objective criteria either do not exist or are not helpfulisinot possible to estab-
lish commonly accepted semantic overlays. Thus it is istérg to study semantic
overlay generation and maintenance in uncertain enviroisne

In spite of the rich existing work in the field of SONs, sevetahllenges have not
been efficiently addressed yet, therefore, distributed &@Nagement is deemed as
a future promising research direction.
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