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Abstract. The peer-to-peer (P2P) paradigm presents an attractive solution for
applications that require scalability, fault-tolerance and autonomy. P2P systems
in their basic unstructured form suffer high costs when it comes to efficiently
locating content, mainly due to the lack of global knowledge. It is therefore cru-
cial to organize content in an unsupervised way by creating groups of peers with
similar content, in order to support efficient search mechanisms. In this paper,
we discuss the need for content organization in unstructured P2P networks and
present the requirements that must be fulfilled by any approach. We propose P2P
clustering as a potential solution to Semantic Overlay Network (SON) genera-
tion for organizing P2P networks, and we present our unsupervised approach for
decentralized SON creation towards this end.

1 Introduction

The peer-to-peer (P2P) paradigm presents an attractive solution for several applications
that require scalability, fault-tolerance and autonomy. Numerous P2P applications, with
file-sharing being the most prominent, have already proved their merit and are exten-
sively used. Other, more ambitious approaches have been recently proposed in the lit-
erature, for example P2P web search [22].

P2P systems are classified inunstructured and structured systems. Unstructured
P2P systems do not impose any constraints to the participating peers, other than es-
tablishing a limited number of neighbors for each peer. The basic search mechanisms
are flooding [14] and its variants, like directed or normalized flooding [13]. This pure
P2P architecture has several advantages, like resilience to failures and peer autonomy,
but presents some drawbacks as well, such as high search costs with no guarantees
of locating content. In order to solve some of these problems, structured P2P systems
have been proposed [25, 27, 29, 34]. These systems are based on distributed hash tables
(DHTs) that can support efficient key-based lookups, with predictable logarithmic cost.
However, structured P2P systems impose restrictions on data or index placement, and
in general they are less resilient to failures. Since our main interest lies in scalable,



self-organizing and fault-tolerant systems, we focus in this paper on unstructured P2P
architectures.

To improve the efficiency and quality of search in unstructured P2P systems, Se-
mantic Overlay Networks (SONs) [8] have been proposed. The basic idea behind SONs
is to group together peers that contain similar contents, sothat at search time, queries
can be forwarded to only those peers containing content thatsatisfies the constraints of
the query context, thus reducing the communication cost of the query and increasing
result quality. One of the problems of SONs is the actual construction of these overlays
in a P2P manner, assuming the lack of knowledge of both globalcontent and network
topology. In a P2P architecture each peer is initially awareonly of its neighbors and
their content. Thus finding other peers with similar contents to form a SON, a proce-
dure that we call peer clustering, becomes a tedious problem.

The main topic of this paper is the SON creation, and this paper also motivates
the use of SONs to facilitate search in unstructured P2P networks and it captures the
requirements for SON generation. Further, the research results of our method fordis-
tributed anddecentralized SON construction, called DESENT, are presented, providing
an efficient mechanism for search in unstructured P2P networks.

The rest of this paper is organized as follows: in Section 2, an extensive overview of
the related research is presented, namely semantic overlaynetworks and P2P clustering.
In Section 3, we state the requirements for SON generation inlarge-scale P2P networks.
Our approach to distributed and decentralized SON generation is described in Section 4,
and finally, in Section 5, we summarize the conclusions of ourwork and identify future
research directions related to SON generation.

2 Related Work

Performance and scalability problems in unstructured P2P networks, like Gnutella [14]
and Freenet [5], are well-known [20, 26] and approaches thattry to rectify the search
performance have been previously proposed [3, 7, 13]. Another study [11], has pointed
the problem of free riding in P2P networks and in particular for Gnutella the authors
reached the conclusions that: a) nearly70% of Gnutella users shared no files and b)
nearly 50% of all responses are returned by the top1% of sharing hosts. All these
results bring out the problems of search using unstructuredP2P networks in their basic
form and motivate the development of more efficient methods.

In Gia [3] the combination of several techniques are proposed to effectively im-
prove searches: topology adaptation, hot-spot avoidance,one-hop replication and bi-
ased random walks. Gkantsidiset al. [13] study hybrid search schemes for unstructured
P2P networks, including normalized flooding and random walks with shallow flooding.
In [33], broadcast policies are proposed for improving search and three families of tech-
niques are proposed: a) iterative deepening, b) directed breadth-first search, and c) local
indices. Another approach based on directed searches that improves on blind flooding is
presented Crespo and Garcia-Molina [7]. Each peer maintains localrouting indices that
help choosing the most promising directions for neighbor selection. A similar approach
utilizing taxonomy-based routing indices is proposed in [23].



The concept of Semantic Overlay Networks (SONs) is introduced in the P2P lit-
erature in [8]. The authors recognize the following challenges when building SONs:
a) classification of queries and peers, b) level of granularity for each classification,
c) the condition(s) that should be satisfied for a peer to joina cluster, and d) which
clusters to use for answering a query. However they do not provide any other algorithm
for searching than flooding. In order to be useful in a large system, unsupervised and
decentralized creation of SONs is necessary, as well as efficient routing of queries to
the appropriate SON(s).

Lately several approaches have been proposed for using SONsto improve search in
P2P systems, partly addressing some of the aforementioned issues. While several pa-
pers refer to clustering and semantic cluster creation, they usually apply classification
to generate groups of documents, and subsequently peers. Infact this is an important
feature that discerns completely unsupervised methods from methods that rely on some
background knowledge. Liuet al. [16] create groups of peers that are topologically near
each other, which they call clusters, and within each cluster specific peers are assigned
a set of predefined categories. Cohenet al. [6] proposeassociative overlays, which are
formed by peers that have provided answers to previous queries. Also they useposses-
sion rule overlays, formed by having peers maintaining a list of other peers, with which
they index the same item. Parreiraet al. [22] propose SONs for P2P web search. Their
method is based on rearranging the connections between peers to link friend peers to
each other. A similar approach is followed in [4], where the notion ofacquaintances is
proposed. In [32], a P2P architecture where nodes are logically organized into a fixed
number of clusters is presented. The main focus of the paper is fairness with respect to
the load of individual nodes. The allocation of documents toclusters is done by classi-
fication, so it is not unsupervised. In [18], clustering policies are proposed to generate
semantic clusters in super-peer networks. Particular emphasis is put on managing het-
erogeneous data schemes. Clustering peers based on schemasis also studied in [21],
while in [1], GridVine is presented, which is about SONs based on schema mappings.
An approach for distributed document clustering based on k-means is presented in [12].
In [24], an approach for connectivity-based clustering that creates topological clusters,
which can be used as starting points for flooding, is presented. Tempichet al. [31]
present an approach where peers join overlay networks basedon observations about
queries that were successfully answered by other peers. This information is later used
to direct searches only to peers that are likely to answer thequery.

Hierarchical SONs have also been proposed in the literature, mainly because of
their efficiency. In [15], the authors present HSPIR, an approach to index documents in
the network hierarchically, in order to support efficient distributed information retrieval.
HSPIR uses a structured P2P network (CAN [25]) to organize the nodes, while support
for semantics is guaranteed by the use of Latent Semantic Indexing (LSI). A different
focus is given in [28], where hierarchical summary indices for content search are cre-
ated, following a super-peer approach. Taxonomy-based overlays are studied in [17],
where existing classification of peers into taxonomy concepts is exploited to improve
query routing.

Several other approaches for SON creation over structured P2P systems have also
been proposed [2, 9, 15, 19, 30]. Since the focus of this paperis in unstructured P2P



systems, we confine to merely mention these approaches, but we will not describe their
functionality in more detail.

3 Requirements for SON Generation

Although several P2P research papers adopt the use of semantic overlay networks, they
also adopt a set of assumptions that more or less relax the basic constraints imposed by
the P2P paradigm. In this section, we go a few steps back, as weidentify with the benefit
of hindsight from existing approaches the basic requirements for SON generation in
a dynamic P2P environment: unsupervised approaches for P2Pclustering, scalability,
self-organization, autonomy and decentralization. We do not consider this list to be
complete, we rather see it as a basic set of requirements thatshould be enforced, as they
increase the value and benefit of any novel SON generation algorithm.

3.1 Unsupervised Approaches for P2P Clustering

P2P networks in their initial, visionary form are systems characterized by lack of global
knowledge. Instead, only local knowledge of content and topology can be safely as-
sumed. However, several approaches make assumptions aboutthe existence of back-
ground knowledge, in order to facilitate SON generation. A challenge is to organize the
P2P network, assuming minimal pre-existing knowledge.

In principle, clustering algorithms are particularly suitable for SON generation, be-
cause they constitute an unsupervised approach. Apart fromthe input parameters that
some clustering algorithms need to execute, P2P clusteringbased on peers’ contents
assumes no further pre-existing knowledge. Nevertheless,several existing SON gen-
eration approaches rely on classification to group similar peers. The difference is that
some background knowledge is assumed, usually in the form ofa pre-defined taxonomy
or as an already existing labeling scheme. While this assumption sounds reasonable for
certain applications, it cannot by any means be generalizedand presented as suitable
for any P2P system. All in all, we identify a need for unsupervised approaches and we
believe that future research should follow this direction.

3.2 Scalability

One of the claims of P2P computing is the unlimited scalability that can be achieved
by exploiting the aggregate capabilities of all participating peers. Semantic overlays
are proposed as a mechanism that improves the efficiency of search, so any such ap-
proach should pay particular attention to scalability. Potential bottlenecks in terms of
communication costs (consumed bandwidth, latency, etc.) should be thoroughly stud-
ied. Synchronization is also costly and should be avoided. Load-balancing is equally
important, especially in the cases where the individual peer load may have an aggre-
gate effect, i.e., increase with the size of the network. AnyP2P system based on SONs
should be able to scale well with the number of peers. In the absence of sufficiently
large testbeds, researchers use simulations to test the scalability of proposed systems.



Overlay networks, such as Gnutella, have problems related to scalability [26]. In
particular, the time required to locate content in a large network can be extremely long,
with high associated costs. Structured P2P systems solve this issue, by being able to
find the answer to a query with logarithmic cost, however their feasibility is still ques-
tionable, especially in the case of high churn rates. The dynamism of a P2P system,
where peers may arbitrarily fail or join the network, poses another threat against ensur-
ing scalable solutions.

Current P2P research focusing on SON generation should put scalability as number
one requirement, as this need will become more evident in thefuture, where the urge
for such viable, completely distributed systems is expected to increase.

3.3 Self-organization

Informally, the spontaneous activity towards organization of a system is described by
the concept of self-organization. The basic mechanism for self-organization is dynamic
topology adaptation, as a means to reorganize each peer’s neighbors. In this way over-
lay networks are created on top of the initial P2P overlay network. We stress here the
essence of self-organization: there is no need for enforcing external observation and
maintenance mechanisms. Self-organization is one of the most challenging require-
ments in P2P systems and, at the same time, one of the most difficult to achieve.

3.4 Autonomy

Peer autonomy is an important concept in P2P networks, whichis indirectly related to
other issues like fault-tolerance. Peer autonomy means that each peer can be as inde-
pendent as possible of the limitations imposed by the P2P protocol, concerning both its
behavior and as well as its content. In particular, independence with respect to content
means that each peer does not have to replicate its local dataor provide explicit indices
to its local data to other peers. Moreover, a peer should not be imposed to host indices
to data that belong to other peers. In this sense, unstructured P2P systems respect peer
autonomy, in contrast with structured P2P systems. As a consequence, unstructured P2P
systems are more resilient to failures, because in general,a peer failure makes only its
local content unavailable, while in a DHT-based network, recovery mechanisms must
be enforced for recovery and continuous correct operation.However, peer autonomy
comes with a cost: it is usually difficult to provide efficientsearches.

3.5 Decentralization

While distribution is inherently related to the P2P concept, the same does not always
hold for decentralization. The most evident example of centralized P2P system was
Napster, one of the first P2P systems to enable file sharing between participating com-
puters. However, while the actual file exchange was performed in a P2P manner, the
index to files was held in a centralized location. This is not an acceptable approach for
dynamic P2P systems, since it presents a single point of failure.



Learning from the shortcomings of such approaches, we can extend and apply the
lessons learned to any new P2P system design. This also holdsfor SON generation, es-
pecially in large-scale networks. If operations are centralized, this endangers the com-
pleteness of SON generation, with obvious consequences to the correctness of the final
overlays. Also, while for small networks a centralized solution may seem appropriate,
due to the assembly of global knowledge, where better decisions can be made, however
it usually presents problems when applied to large-scale networks. The main reason is
communication bottlenecks that often result in non-applicable or infeasible approaches,
or in other words algorithms that do not scale.

4 The DESENT Approach to SON Generation

In this section, we summarize the results of our approach forunsupervised SON gen-
eration. Our approach is called DESENT, which stands for DEcentralized SEmantic
overlay NeTwork generation. DESENT’s design attempts to take into account most of
the requirements expressed in the previous section. The approach is based on creating
local zones of peers, forming semantic clusters based on data stored on these peers, and
then merging zones and clusters recursively until global zones and clusters are obtained.
We assume that peers store documents, though other data representations can also be
supported.

4.1 Peer Clustering

The peer clustering process is divided into 5 phases: 1) local clustering, 2) zone initiator
selection, 3) zone creation, 4) intra-zone clustering, and5) inter-zone clustering.
Phase 1: Local Clustering. In the process of determining peers that contain related
documents,feature vectors are used instead of the actual documents because of the
large amounts of data involved. A feature vectorFi is a vector of tuples, each tuple
containing a feature (word)fi and a weightwi. The feature vectors are created using a
feature extraction process. By performing clustering of the document collection at each
peer, a set of document clusters is created, each cluster represented by a feature vector.
Phase 2: Initiator Selection. AssumingZi is the set of all peers in zonei, the zone
consists of|Zi| peers, and one of these peers is given the role ofinitiator, which sub-
sequently initiates and controls the clustering process within the zone. The process of
choosing initiators is completely distributed. Because ofload-balancing, the aim is to
have as uniform zone sizes as possible, of approximatelySZ peers per zone. Assuming
the IP of a peerPi is IPPi

and the time isT (rounded to nearestta3), a peer will discover
that it is an initiator if(IPPi

+ T ) MOD SZ = 0. The aim of the function is to select
initiators that are uniformly spread out in the network and an appropriate number of
initiators relative to the total number of peers in the network. By including time in the
function we ensure that we obtain different initiators eachtime the clustering algorithm
is run. This tackles the problem of being stuck with faulty initiators, as well as reduces
the problem of permanent cheaters.

3 Assuming that each peer has a clock that is accurate within a certain amount of timeta, note
that DESENT itself can be used to improve the accuracy.



Phase 3: Zone Creation. After a peerPi has discovered that it is an initiator, it uses a
probe-based technique to create its zone. This zone creation algorithm has a low cost,
and in the case of excessive zone sizes, the initiator can decide to partition its zone, thus
sharing its load with other peers. When this algorithm terminates, 1) each initiator has
assembled a set of peersZi and their capabilities, in terms of resources they possess,
2) each peer knows the initiator responsible for its zone and3) each initiator knows the
identities of its neighboring initiators. An interesting characteristic of this algorithm is
that it ensures that all peers in the network will be contacted, as long as they are con-
nected to the network. This is essential, otherwise there may exist peers whose content
will never be retrieved. We refer to [10] for more details on initiator selection and zone
creation.

Phase 4: Intra-zone Clustering. After the zones and their initiators have been deter-
mined, global clustering starts by collecting feature vectors from the peers and creating
clusters based on these feature vectors. The initiator of each zonei collects the fea-
ture vectors from the peers inZi and performs a clustering algorithm, resulting in a
set ofN0

C
basic clusters. The initiator selects a representative peer Ri for each cluster,

based on resource information that is provided during Phase3, like peer bandwidth,
connectivity, etc. The result kept at the initiator is a set of cluster descriptions (CDs),
one for each clusterCi. A CD consists of the cluster identifierCi, a feature vectorFi,
the set of peers{P} belonging to the cluster, and the representativeR of the cluster,
i.e., CDi = (Ci, Fi, {P}, R). Each of the representative peers are informed by the ini-
tiator about the assignment and receive a copy of the CDs (ofall clusters in the zone).
The representatives then inform peers on their cluster membership by sending them
messages of the type(Ci, Fi, R).

Phase 5: Inter-zone Clustering. At this point, each initiator has identified the clusters
in its zone. These clusters can be employed to reduce the costand increase the quality
of answers to queries involving the peers in one zone. However, in many cases peers in
other zones will be able to provide more relevant responses to queries. Thus, we need
to create an overlay that can help in routing queries to clusters in remote zones. In order
to achieve this, we recursively apply merging of zones to larger and larger super-zones,
and at the same time merge clusters that are sufficiently similar into super-clusters: first
a set of neighboring zones are combined to a super-zone, thenneighboring super-zones
are combined to a larger super-zone, etc. Note that level-i initiators are a subset of the
level-(i − 1) initiators. Due to lack of space, we refer to [10] for the actual details of
inter-zone clustering.

We emphasize that even though parts of this process resemblea centralized ap-
proach, this is not the case: initiators are chosen at randomand perform their tasks
completely independent of each other. Also, the role of the final peer in the super-
initiator hierarchy is only to determine that the global process is finished. Failure of this
peer will be discovered and another peer can perform the task. As can be noted, ini-
tiators actually have similarities with super-peers, but one important difference is that
their role is not constant.
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Fig. 1. Simulation results: Cluster quality compared to centralized clustering for different network
sizes and values ofk.

4.2 Experimental Results

We have developed a simulation environment in Java, which covers all intermediate
phases of the overlay network generation. At initialization of the P2P network, a topol-
ogy of NP interconnected peers is created. We used the GT-ITM topology generator4

to create random graphs of peers, and our own SQUARE topology, which is similar to
GT-ITM, only the network is more dense.

A collection of ND documents is distributed to peers, so that each peer retains
ND/NP distinct documents. Every peer runs a clustering algorithmon its local doc-
uments resulting in a set of initial clusters. In our experiments we chose the Reuters-
21578 text categorization test collection5, and we used8000 pre-classified documents
that belong to60 distinct categories. We tried two different experimental setups with
2000 and8000 peers. We then performed feature extraction (tokenization, stemming,
stop-word removal and finally keeping the top-k features based on their TF/IDF6 value
and kept a feature vector of top-k features for each document as a compact document
description). Thus, each document is represented by a top-k feature vector.

We used hierarchical agglomerative clustering to create clusters of documents at
each initiator. Clustering is based on computing document similarities and merging fea-
ture vectors, by taking the union of the clusters’ features and keeping the top-k features
with higher TF/IDF values. We used the cosine similarity with parameter the similar-
ity thresholdTs for merging. Obviously, other clustering algorithms, as well as other
similarity measures can be used.

We compare the quality of clustering results (unsupervisedlearning procedure) to
the document classification (supervised learning) as carried out by humans. This is
probably not a completely fair comparison, since we take as granted the ground truth of
the human classification into categories. Here, even the centralized clustering performs
rather poorly. Thus we compare the clustering quality of ourapproach to the central-
ized clustering results. We used in our experiments the F-measure as a cluster quality

4 http://www.cc.gatech.edu/projects/gtitm/
5 http://www.daviddlewis.com/resources/testcollections/reuters21578/
6 Notice that the inverse document frequency (IDF) is not available, since no peer has global

knowledge of the document corpus, so we use the TF/IDF valuesproduced on each peer lo-
cally, taking only the local documents into account.



measure. F-measure ranges between0 and1, with higher values corresponding to better
clustering. The average values of DESENT F-measure relative to centralized clustering
are illustrated in Fig. 1, and show that DESENT achieves highclustering quality. Also
note that the results exhibit a relatively stable behavior as the network size increases.
This indicates that DESENT scales well with the number of participating peers. This
conveys that the proposed system achieves high quality in forming SONs despite of the
lack of global knowledge and the high distribution of the content.

5 Conclusions and Further Work

In this paper we have focused on semantic overlay generationin unstructured P2P net-
works. We have expressed a set of basic requirements that anySON generation algo-
rithm should try to enforce, namely: unsupervised approaches for P2P clustering, scal-
ability, self-organization, autonomy and decentralization. Furthermore, we summarized
the research results of our approach regarding unsupervised semantic overlay gener-
ation in large-scale P2P networks. We recognize the following future research direc-
tions: a) emergence in the SON generation process, b) designof algorithms applicable
to Internet-scale environments, c) metrics to ensure the quality of the formed overlays
and d) maintenance of semantic overlays in the presence of high churn.
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