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Abstract— The current approach in web searching, i.e., cen- One of the problems of SONs is the actual construction
tralized search engines, rises issues that question theiutiire of these overlays, assuming the lack of knowledge of both
applicability: 1) coverage and scalability, 2) freshness,andp global content and network topology. This is the main topic

3) information monopoly. Performing web search using a P2 . o
architecture that consists of the actual web servers has the of our paper. In a P2P architecture each peer is initiallyrawa

potential to tackle those issues above. In order to achievehe ©Only of its neighbors and their content. Thus finding other
desired performance and scalability, as well as enhancingearch  peers with similar contents, to form a SON, becomes a tedious
quality relative to centralized search engines, semanticverlay problem. The contribution of this paper igdacentralized and
networks (SONS) connecting peers storing semantically rated iqyjhyted method for semantic overlay network construction
information can be employed. The lack of global content/toplogy DESENT). that id fficient hani f b
knowledge in a P2P system is the key challenge in forming( . ), that provides an efficient mechanism for we
SONS, and this paper describes an unsuper\/ised approach for Seal’Ch n Unstructured P2pP netWOI’kS. To the beSt Of our
decentralized and distributed generation of SONs (DESENT) knowledge, this is the first paper to deal with P2P web search
Through simulations and analytical cost modeling we verifyour  ysing unstructured P2P networks. Our strategy for creating
claims regarding performance, scalability, and quality. SONs is based on clustering peers based on their content
similarity (henceforth the word cluster will be used to refe

I. INTRODUCTION to a SON and vice-versa). This is achieved by a recursive

The current approach in web searching, i.e., centralizBfocess that starts on the individual web sites. By applying
search engines, rises issues that question their futuri- apflustering on the documents stored at each site, one or more
cability: 1) coverage and scalability, 2) freshness, anin3) eature vectors are created for each web site, i.e., oneaftir e
formation monopoly. Performing web search using a PAPPic a site covers. Then representative peers, each rsifen

architecture that consists of the actual web servers has tAe@ number of peers in @one are selected. These peers,
potential to tackle those issues above. henceforth callednitiators, will collect the feature vectors

P2P architectures can be classified imstouctured, like from the members of the zone and use these as basis for the

Chord and CAN, andunstructured systems, like Gnutella Next level of clustering. This process is applied recutgjve
and Kazaa. Although structured P2P systems have receMﬁ}"WG have a number of feature vectors covering all abégla
received a lot of attention because they can guaranteevairi documents.

of existing documents and provide upper bound on retrieval The organization of the rest of this paper is as follows. In
cost (|n a better way than unstructured Systems)’ they ha%@CthrEn we give an overview of related work. In Sectiah 11|

a number of limitations that make them less suitable for thge present our method for creating SONs that can be used
task of Internet-scale web searching. For example, 1) peétsghe search process described in Seclioh IV. In Sedfbn V
indexing the most popular search term will easily beconye use analytical cost models to study the cost of creating
bottlenecks, 2) when a peer joins the network each term tigeriays, while in Sectioi ¥I we present results from simula
should be indexed has to be sent to the appropriate pdis of a P2P network using SONs created by our algorithms.
3) when a peer leaves the terms it stores have to be reindexXdally, in SectiorL\ll, we conclude the paper.

and 4) lack of support for efficient partial-match queries.

These limitations do not occur in unstructured P2P systems. Il. RELATED WORK

However, in order to make Internet-scale searching feasibl _ o o
alternatives to the pure flooding-based search strategg haySemantic Overlay Networks (SONs) (similar to associative
to be employed. Recently, the conceptSsmantic Overlay qverlays [2])_ have been proposed as an approach for seman-
Networks (SONs) [1] has been proposed as a solution figally organizing peers, so that queries can be foryyardaeq t
delve with this problem. The aim is to have peers storir@ﬁly those peers containing documents within specific gpic
similar documents in the same SON. If SONs have bedh [1], SONs are presented as thematic focused groups of
created queries can be forwarded to only those sites camgainP€ers, WhI.Ch share common |nterest§. A different notion of
documents that satisfy the constraints of the query conteCONS [3] is related to schema mappings and peers that are

thus reducing the communication cost of the query. logically interconnected through schema mappings. _
Although several papers describe how to use SON-like
C. Doulkeridis is with the Dept. of Informatics, AUEB, AthenGreece.  gtryctures. little work exists on the issue of to actuallgacte
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of acquaintances as an extension to Gnutella-like networks Lovol 4 ntators:
to improve searching. A similar approach has been described
in [5]. Other relevant approaches include gossiping algo-
rithms [6]. The difference between our approach and gassgipi Lovel 2 nfbrs:
approaches is that the connections in our approach ensatre th
relevant nodes will be clustered together. For large-seale
networks, gossiping approaches cannot guarantee thataem
peer that may contain relevant results will eventually henfh
Another approach to improve on some of the problems of
unstructured P2P systems, is to use a super-peer archi¢éectu
where a number of peers/clients are connected to a super-pég. 1. Hierarchy of zones and initiators.
An interesting study of super-peer networks is presented by
Yang and Garcia-Molina [7]. Edutella [8] is another super-
peer approach, where searching is achieved through roatingreation of a hierarchy of zones and initiators (see Figfire 1
super-peer level. A super-peer architecture can also lietaseand semantic clusters consisting of one or more peers.
realize a hierarchical summary index as described in [9]. Local clustering on each peer is performed asynchronously
Most approaches for P2P web search rely on the useinfrelation to other peers and is terminated before the ¢loba
structured networks. In [10], the authors present MINERYA clustering process starts. Because the aim of the clugterin
a P2P web search engine that aims at providing scalabilfiyocess is to achieve a global result, it is beneficial toqrerf
and efficiency. Previous approaches have focused on builde subsequent phases at the same time at the differentipeers
ing global inverted indices, as for example the approach gfe network. Achieving (or even assuming) a common global
Reynolds and Vahdat [11]. Most of these approaches aretiihe for temporal synchronization is not feasible in a |aP@®
general not applicable to very large networks due to the-welletwork, and fortunately not necessary. Our technique pe co
known problems related to building and maintaining a globalith this problem is to use a partial synchronization teghej
index for terms in unreliable peers [12], intensified by thetf making only the assumption that each peer has a clock that is
that construction and update costs are usually not taken igiccurate within a certain amount of timg.
account. The global overlay network construction, henceforth also
In [13], a P2P architecture where nodes are logically orgealled DESENT creation, is assumed to start simultaneously
nized into a fixed number of clusters is presented. The main ta regular temporal intervals, at all peers. The length ef th
cus is on fairness with respect to the load of individual rsodeintervals (time between each DESENT creation) is part of the
In contrast to our approach, the creation of clusters/ation protocol, but can be as low as a few hours. Several other
of documents to clusters is done by classification, is noperations, like quasi-flooding, are also performed stepwi
unsupervised, and clusters are not hierarchical. one step at each synchronization point. The time interval
This work is an extension of the work presented in [14hetween each synchronization point should be large enough
It extends the previous paper by a more in-depth feasibility 1) ensure that the operation (in this case forwarding the
analysis, mature fault-tolerance algorithms, and moreresite message) can complete and 2) smooth the inaccuracies at the
experiments. peers’ clocks.
Phase 1: Local Clustering: Feature vectors are used instead
I11. OVERLAY NETWORK CREATION of the actual documents because of the large amounts of
gé’;\ta involved. A feature vectoF; is a vector of tuples,

Level 3 initiators:

Level 1 irfitfaid

Peers:

Level 2 zone

Level 3 zone

In this section we describe the SON generation process, L .
assuming peers (for example web sites) storing documefifieh tuple containing a feature (word) and a weightu;.

and being connected in an unstructured P2P network \yQwever, even though a feature vector will be smaller than a
refer to azone as a set of peers in the same topologicéﬁocumem’ having one feature vector for each documentlis sti

neighborhood. Thénitiator of a zone is the peer responsibld®® Much. This problem is solved by performing clustering of

for creating the zone and managing the zone's peers. tIAe document collection at each site. The result i_s a set of
cluster is a set of peers that contain documents in the safi@cument clusters, and a feature vector representing elach o
topic(s). A cluster representative is a peer responsible forthe clulsters. The feature vectors are created using a &atur
maintaining information about its cluster. Our approach fxtraction process (see Sect Vl)'. .

based on creating local zones of peers, forming semantid”nase 2: Initiator Selection: AssumingZ; is the set of all

clusters based on local documents, and then merging zoR&E™S N ané’ the zone.c.o.n5|sts ¢Zﬁ| peers, and one_oft_hese
and clusters recursively until global zones and clustees deers s given the role @fitiator, which subsequently initiates
obtained and controls the clustering process within the zone. The

process of choosing initiators is completely distributed &
) o _ performed at all peers concurrently (within the synchration
A. Decentralized and Distributed Overlay Creation constraints as described above).
The peer clustering process is divided into 5 phases: 1) locaBecause of load-balancing, the aim is to have as uniform
clustering, 2) zone initiator selection, 3) zone creatirintra- zone sizes as possible, of approximatSly peers per zone.
zone clustering, and 5) inter-zone clustering. The resulthé Assuming the IP of a peeP; is IPp, and the time isT



(rounded to nearest,), a peer will discover that it is an to partition its zone (i.e., a zone is split into two or morees,
initiator if (IPp, + T)MODSz = 0. The aim of the function so that each resulting zone has an appropriate size).
is to select initiators that are uniformly spread out in the When this algorithm terminates, 1) each initiator has as-
network (at approximately equal distance from each othesgmbled a set of peers; and their capabilities, in terms of
and an appropriate number of initiators relative to theltoteesources they possess, 2) each peer knows the initiapmmes
number of peers in the network (this is achieved by using téle for its zone and 3) each initiator knows the identitiés
MOD, i.e., rest of division operator). By including time inits neighboring initiators. An interesting charactedstf this
the function we ensure that we obtain different initiatoaste algorithm is that it ensures that all peers in the network wil
time the clustering algorithm is run. This tackles the peobl be contacted, as long as they are connected to the network.
of being stuck with faulty initiators as well as reducing th&his is essential for a P2P web search approach, otherwise
problem of permanent cheaters. there may exist peers whose content will never be retrieved.
It might happen that no initiator is selected by using the Phase 4: Intra-zone Clustering: After the zones and their
strategy described above, but this will be discovered frben tinitiators have been determined, global clustering sthsts
fact that noPROBE is received within a certain time. In thiscollecting feature vectors from the peers and creatingetas
case, a fallback mechanism is used: a universal decreake ofidased on these feature vectors:

modulo-parameter is performed (by dividing by an apprdpria 1) The initiator of each zone sends probe messages
prime number) in order to increase the chance of selecting = E\ecprobe to all peers inZ;.

(at least) one peer at the next iteration. This might happenz) When a peer; receives aFVecProbe, it sends its set
more than once, until at least one peer starts zone creation.” ¢ feature vectorg F'} to the initiator of the zone.
However, the maximum number of times is bounded becausesy The injtiator performs clustering on the received featur
of the reduction of the modulo value. vectors. The result is a set of clustdis; } represented
Phase 3: Zone Creation: When initiators have been se- by a new set of feature vectofs;}. A feature vector

lected, the next step is to establish the zones around the F consists of the top-features of cluste€’;. Note that
initiators. At the end of Phase 2, the zone memberShip state a peer can be|0ng to more than one cluster.

of all initiator candidates is set to OCCUPIED, while the 4) The initiator selects a representative pégrfor each
zone membership state for all other peers is initialized to  clyster, based on resource information provided during
NOT_OCCUPIED. Phase 3, like peer bandwidth, connectivity, etc.

After a peer P; has discovered that it is an initiator, it 5) The result kept at the initiator is a set of cluster descrip
sends out #ROBE message to its immediate neighbors. Upon tions (CDs), one for each clustér,. A CD consists of
receiving a probe message, a pégrperforms the following the cluster identifielC;, a feature vectoi;, the set of
actions: peers{ P} belonging to the cluster, and the representa-

« If its state is NOTOCCUPIED: 1) changes its state to
OCCUPIED, 2) sends back to the initiator its identifier
P;, and 3) then forwards the probe to all neighboring

tive R; of the cluster, i.e., Cb= (C;, F;, { P}, R;).

6) Each of the representative peers are informed by the

initiator about the assignment and receive a copy of the

CDs (of all clusters in the zone). The representatives

« If the peer’s state is OCCUPIED: 1) the peer sends a Fhen inform peers on their cluster membership by send-
OCCUPIED message to thBROBE's initiator, as well as ing them messages of the type€’;, Fi, R;).
2) a message to its own initiator in order to inform both Phase 5: Inter-zone Clustering: At this point, each initiator
initiators about each other’s identities. In this way, eadhas identified the clusters in its zone. These clusters can
initiator will be able to become aware of its neighboringpe employed to reduce the cost and increase the quality of
zones as well as the initiators in these zones. Note tlaiswers to queries involving the peers in one zone. However,
this is only performed once by the peer for each neim many cases peers in other zones will be able to provide
neighbor zone it detects. more relevant responses to queries. Thus, we need to create

The algorithm terminates when all peers have become mefif- Overlay that routes queries to clusters in remote zones. |
bers of a zone, i.e., all peers are in the OCCUPIED staffder to achieve this, we recursively apply merging of zones
Obtaining global knowledge of termination would be ver{P larger and larger super-zones, and at the same time merge
resource consuming. In order to avoid this, we use tI:;ngters that are sufficiently similar |_nto super-clustdirst a
knowledge that the radius of a zone is relatively small artft Of neighboring zones are combined to a super-zone, then
assume the algorithm has terminated aftgrtime. The value N€ighboring super-zones are combined to a larger sup&;zon
of » should be large enough to cover non-uniform netwofKC- The result is illustrated in Figl 1 as a hierarchy of zone
topologies (considering the topology of real-world nethsor and |n'|t|ator§..l_\lote that leveldnitiators are a subset of the
and zone sizes, this value can be relatively low). Unlike tHgVel-(¢ — 1) initiators. - _

flooding algorithms used for searching in P2P systems, thisThis creation of the inter-zone cluster overlay is perfaime
zone creation algorithm has a much lower cost, becausé&follows:

message will soon meet a neighbor zone and stop. Thus, th&) From the previous level of zone creation, each initiator
high cost of flooding involving a large number of peers is maintains knowledge about its neighboring zones (and
avoided. In the case of too large zones, the initiator caiddec their initiators). Thus, the zones essentially form a zone-

peers except the peer from which it was received.



to-zone network resembling the P2P network that wéisdependent of each other. Also, the role of the final peer

the starting point. in the hierarchy is only to determine that the global process
2) Alevel- zone consists of a number of neighboring leveis finished. As can be noted, initiators have similaritieshwi

(i — 1) zones, on averageSZ| in each (whereSZ super-peers, but one important difference is that thei il

denotes a set of zones, anglZ| the number of zones not constant.

in the set). This implies tha]tsl—z‘ of the level{i — 1)

initiators should be leved-initiators. This is achieved g Final Organization

by using the same technique for initiator selection as

described in Phase 2, except that in this case onl

initiators at levelti—1) in the previous phase are eligible Hierarchy of peers. Starting with individual peers at the

for this role. bottom layer, forming zones around the initiating peer Whic
3) The levels initiators create super-zones using the same yer, 9 gp

algorithm as used in Phase 3. In the same way, theascets as a zone controller. Recursively neighboring zones fo

e . S . SUper-zones (see Fig. 1), finally ending up in a level whege th
level< initiators will become aware of their nelghbormgt . . . o
SUper-zones. op of the hierarchies have replicated the cluster infoiomat

S f the other initiators at that level. This is a forest of gee
4) In a similar way to how feature vectors were collecte L S .
i i : . i1 he peers maintain the following information about the rest
during the basic clustering, the approximataly " |SZ|

CDs created at the previous level are collected by tr?efz the overlay network: 1) Each peer knows its initiator. 2) A

. im1 level-1 initiator knows the peers in its zone as well as the
level- initiator (where N~ denotes the number of - L .
clusters per initiator at the previous level). Clusteriag iIevel-2 initiator of the super-zone it is covered by. 3) A level-

' ingiator (for < > 1) knows the identifiers of the level-— 1)

To summarize, the result of the zone- and cluster-creation
ocess described above are two hierarchies.

performed again and a set of super-clusters is generated. .
nitiators of the zones that constitute the super-zone db we

Each of the newly formed super-clusters are represente , L o

o S the levels + 1) initiator of the super-zone it is covered by.
by k features. A peer inside the super-cluster (ng S . S
: ; Each initiator knows all cluster representatives in e

necessarily one of the representatives of the cluster) is, . ) :

. Hierarchy of clusters: Each peer is member of one or more

chosen as representative for the super-cluster. The resclIlllJtsters at the bottom level. Each cluster has one of itsspeser

is a new set of CDs, CD= (C;, F;,{P}, R;), where '

{P} contains the representatives of the clusters formi rqepresentative. One or more cluster constitute a supstezju
the base of the new super-cluster Which again recursively form new super-clusters. At the top
P X level a number of clusters exist. The peers store the foligwi

5) Th_e CDs are communlcgted to the appropriate repre s ¥ormation about the cluster hierarchy: 1) Each peer knows
tatives. The representatives of the merged clusters (tt e

: . . heé cluster(s) it is part of, and the representative peetiseasfe
peers in{P’} in the new CDs) are informed about thec“Jsters. 2) A representative also knows the identifiershef t

merging by the super-cluster representatwe,. S0 thate%eers in its cluster, as well as the identifier of the repriedime
cluster representatives know about both their repres

tativesbelow as well as the representatiabove in the of the super cluster it belongs to. 3) A representative for a

. ; : per-cluster knows the identifier of the representativénat
hierarchy. Note that although the same information cou .
) . - ... "layer above as well as the representatives of the layer below
be obtained by traversing the initiator/super-initiator

hierarchy, the creation of super-cluster distributes the -
load more evenly and facilitates efficient searching. C. Fault-tolerance and Resilience
. ) . o i ) The number of failures inevitably increases with the number

This algorithm terminates when only one initiator is lefe.j  of peers being involved. In a P2P network peer failures can be
whep an initiator has no neighbors. Ur_lllke the m_matorsrm relatively frequent, and in order to ensure that no peer é th
previous levels that performed clustering operations,oiilg  pjerarchy becomes a single point of failure or a bottlenaisk t
purpose of the flr_1al initiator is to decide the level of the findsgye has to be handled efficiently. Our main approach isgo us
hierarchy. The aim is to have at the top level a number @frepjication of important overlay network data, i.e., biehy
initiators that is large enough to provide load-balancing a ang cluster information. The replicated data is distriiute
resilience to failures, but at the same time low enough t@ keﬁeers in a way that also distributes the tasks of the initato
the cost of exchanging clustering information between thegyer more peers.
during the overlay creation to a manageable level. The t0p-|n the DESENT overlay network it suffices to replicate the
level peer probes level-wise down the tree in order to find thgerlay-related information stored at the initiators. iata
number of peers at each level until it reaches lguwehich has g replicated atk — 1 other peers in the same zone. This
an appropriate number of peers. The ley@itiators are then yeplication is performed after the clustering process watlie
informed about the decision and they are given the idergifier 5nq pefore the creation of the level+ 1) zone. During

of the othe_r initiators at thgt _Ie_zvel, in order to send theDsC - eation of the leveli + 1) zone the levels + 1) is informed
to them. Finally, all level; initiators have knowledge aboutgpgyt the replica peers.

the clusters in zones covered by the other lgvaditiators. In order to detect failures, the peers regularly satige

We emphasize that even though parts of this process messages to the peers containing their replicas. |blare
semble a centralized approach, this is not the case: mitiatmessage from a pedpr is not received within a specified
are chosen at random and perform their tasks complet@ount of time, the repair process is performed as follows:



1) The replica managers do a voting process in order &md is not able to do it synchronously with other cheatenss(th
choose who is going to be the repair manafgr that reducing the impact). Thus the incentive of even being able t
will perform the repair. There is also a possibility thafunction as a cheater will be small.
missing alive messages only imply network problems
rather than peer fault and have only been lost for o8¢ peer Join
or a few of the peers. If this is discovered the repair
process is interrupted.

2) A replacement peePr has to be found foPr, and Pr

A peer P; that joins the P2P network first establishes
connection to one or more P2P neighbors as part of the basic

is chosen from one of the other peers in the same 20 (.;P bootstrapping protocol (the actual protocol depend on

The identities of the candidate peers, i.e., the other peé g variant of l{lnstructured P,,ZP network, pos_sﬂalg teclesqu
in the zone, are known by, because they were part|nclude use of “known peers” as well as multicasting). These
of the replic’a neighbors provide’; with their zone initiators. Through one

3) The replica data is sent #, and P, is now promoted of thesc_a zone |n|t|ato_r§J is able to reach one of the top-level
to levels initiator of a leveli super-zone. The Othernodes in the zone hierarchy and through a search downwards

level-(i — 1) initiators in this zone are notified about thend the most appr_opriate lowest-level cluster which is wil
new initiator, the same is the case with the lefiel-1) thiln tsu?hsetquentlﬁ Jo'tn'_ ilb ; q i hi
initiator. This notification will update the replicated dat ote that no reclustering Wil be periormed, so aftet a while
on these initiators, and the result is that their replica??dUSter description might no be accurate. However, thieajlo
have to be updated as well clustering process is performed at regular intervals antl wi

If a cluster representative that has no initiator role fafs then create a new clustering that reflects also the contents

will be discovered when queries forwarded to it fail. Repair .Of new nodes (as well as new documents that have changed

. . L ) . individual peer’s feature vectors). This strategy consit
in this case performed by the initiator, which simply sedest P : ). gy ty .

) . reduces the maintenance cost in terms of communication
new representative from the peers in the cluster.

. P ; bandwidth compared with incremental reclustering, and als
If a peer with no other responsibilities (i.e., a peer at the . L .
; . L . avoid the significant computational cost that could be tlsalte
bottom level of the hierarchy) disappears this will be dis- . :
. . . of continuous reclustering.

covered by the respective cluster representative duriregyqu

forwarding. When this occurs, the GOvill be updated to A peer can Iez_zlve t_h_e network in two ways. 1) graceful
departure where it notifies other relevant peers in the ayerl

reflect thatPr is not part of the cluster anymore. The zone . . S -
L . o : etwork, or 2) leaving without notice, i.e., similar to a pee
initiator is also notified so that it updates the copy of the; CQ)_; o

ailure. In our system, both cases are treated similar to pee

that it has stored. . . . S :
From what is described above, we see that as long as fafffjlure as described in detail in Sectidn_II-C. The only

U ) X
tolerance is handled for the initiators liyreplication, other difference between the two is _that in the case of a graceful
. . . Lo departure atakeover message is sent to one of the peers
repairs can be performed with no additional replication or =~ " . . L
monitoring. containing the repllca of its overlay network d_ata, Wh_|le in
Unfortunately, faults can also occur before the termirratiothe latter case this process does not start until the failure
of the overlay network formation in a number of ways. FailurgeteCted'
of a non-initiator peer can simply be ignored. If an initiato
fails before the probe messages have been sent, the failure will IV. SEARCHING
not be detected by other peers, and the peers that should haw&hen web search is performed, it is common that more than
been part of this initiator's zone are taken by other initiat If one documents match the query. In our context, the aim is to
an initiator failsafter the probe messages have been receivéitect a queryQ to the cluster(s) that are most relevant for the
by at least one peer, the failure will be detected by timeogtery with respect to query ternisy. A query originates from
from the peers in the zone. They then select a new initiatomne peerP, and it is continually expanded until satisfactory
Failures in later stages of the overlay network creatiog@ss results, in terms of number and quality, have been generated
can be handled from the replicas as described above. All results that are found as the query is propagated are
In addition to peer failures, faulty operation can also taeareturned to the query originatoP. Query processing can
a problem. One important case is timing failures, where pederminate at any of the steps below, if the result is satisfsc
either start the zone creation process too early, or try tmdfloA query is distributed as described below:
more than one step at each synchronization point. If this is@ is sent to one of the top-level initiators (remember that
not detected, the result would be very large zones seized bgach of the top-level initiators knows all top-level clusj)e
possibly faulty initiator. Luckily, this type of failure isasy to The most similar top-level cluster is determined, afdis
detect, because other peers will immediately discoverspeéorwarded to its representative. Nexp, is routed down the
performing operations asynchronously with the rest of thduster hierarchy, until the query is actually evaluatedhat
network. peers in a lowest-level cluster. The path is chosen based on
In P2P systems cheaters are a possible problem. In DESENghest similarity §im(Q, C;)) of the actual sub-clusters of
a cheater is a danger mainly when having a controlling role &nlevels cluster. If the number of results is insufficient, then
the zone- or cluster hierarchy. However, the fact that rales backtracking is performed, in order to extend the query to
not fixed means that a peer is only occasionally able to cheapre clusters. In the experiments reported later in thispap



the aim is to get as high recall as possible, and in this case ¢ (i) = N;D—1)Sm + (Ni—1) — Ni)(Dg—1) — 1)Sm +
backtracking results in searching all forests that haviicset  (N_1) — N;) S + Ni—1)Su

similarity with the query. It should be noted that in praetic The cost of intra-zone clustering involves sending
a web search is satisfied by only finding the most relevapt/iecProbe to all non-initiator peers, returning feature vectors

results, thus having a much lower cost. to initiators, distributing the resulting CDs to the ree-
tives, who resend them to the individual peers. We assume
V. FEASIBILITY ANALYSIS that each peer participates in approximately the same numbe

In this section we will use cost models to study th&f clusters as it originally provided, and the total cost luft
feasibility of applying DESENT in a real-world P2P systemPhase is:
We will concentrate on two issues: 1) communication cost &7z (1) = (Ni—1) = Ni)Su+(Ni—1) = Ni) (N&Scp +Su) +
DESENT creation, and 2) time needed to create DESEN¥: Ve (NeSep + Su)
The parameters and default values used in the cost modelst (Ni-1) — Ni)(NgSep + Swmr)
are summarized in TabR I. These values have been choseln studying the feasibility of DESENT, it is important
based on appropriateness (typically size and performasicethat both theaverage communication cost for each peer is
verified by simulations) or based on observed values from cagceptable, as well as timeximum cost that can be incurred
simulations that will be described in mroe detail in Secih for a peer, i.e., the cost for the initiators on the top level
of the hierarchy. The average communication cost can be
calculated a<”4 = Cr/Np. In order to study the maximum
) , cost for a particular peer to participate in the creation of

A very important concemn is the burden the DESEN} o gyerlay network, both received and sent data should
creation imposes on participating _nodes. We assume that .ounted because both pose a burden on the peer, i.e.,
communication cost W|_II be the p055|bl_e bottleneck and Iaen_@’ — Cp + Cs. Sent data includePROBEs in the zone
the most relevant met_rlc, and we c.0n5|der the cost. of creatigaation phaseFViecProbes and distributing the resulting CDs
DESENT acceptable if the cost it imposes is relatively small ¢ jntra-zone clustering phase, and participation éfthal
compared to the ordinary document-delivery load on a W%‘?(ChangLe phase when bf"lg a root in the top-level forest:
server. - i (NG

In the local clustering and initiator selection phasesethegf{)) 42':&:\71FD_1_11)?%2_S§;:}F ég\f)z 1)Su+No(NeSep+
will be no communication, so the total caSt is essentially paceived data include probe replies ECUPIED messages
the cost of 1) performing zone creation for each level from the zone creation phase, received CDs during intra-zone

1 to the top levelL, 2) performing intra-zone clusteringqstering, and participation in the final exchange phasenwh
recursively for each level from 1 to level — 1), followed by being a root in the top-level forest :

3) distribution of clustering information to all levéE — 1) cr = YF ((Sz = 1)Sur + Sz8u) + Z-L_11 ((S7 -

geers (approymzéted t@z peers): o . N2(Sop > Sar)) + (Np — 1)(NaSep + Sur)

1)T(Ni§ _2&5:1 \ zc(i) + >y Ciz(i) + Ne(Np — Figure 2 illustratesC'y and C; for different values of
cPoD M network sizeNp and zone siz&z. We see that in both cases a

where Czc (i) denotes the cost of performing levekone L . . ) .
) . . . large zone size gives higher cost, but with very high vaganc
creation and”;z(7) denotes the cost of levglintra/inter-zone L : ; ) :
The situations in which this happens, is when the number of

clustering. Note that if the number of peers at lelzés smaller top-level peers is just below theing threshold so that the

than a certain thresholting, the peers at the level below ) . .
. level below will be used as top level instead. With a large
are used as the forest of trees instead. In our study we Set

ming = Sz /4. Also note that the additional overhead incurre one size this level will contain a large number of peers, and

. ; final exchange of clusters information between the robts
by network packet fragmentation for large messages is sm . ; . ) .
. o . this forest will be expensive. However, in practice thislddue
compared to the actual payload, so this detail is omittethfro : : .
the model solved by merging of zones at this level. If we consider a zone

. . . . ... _size of Sz = 100, we see that the maximum cost is just above
In estimating the cost of zone creation, the most 5|gn|f|caTg

cot e onardingof YEROBE message o peer 0 1, 0 . [ 1 SO 01 ave i e oo of o 0,
neighbors (all peers during this phase will receive one aremo A this i : . )
! ) .~ . dayH, this is acceptable even in the case of daily reclustering.
probes, but will only forward once, and not in the direction owever, considering the fact that the role of the uppeellev
where the probe came from). Note that although this amourilﬁsﬁators ,chan . h | Ki ;
] ges every time the overlay network is create

to a relatively large number of messages during creation 0 : . :
. cauld even be feasible to perform this clustering more often
the level 1 zones, most of the messages will be local an i i ) ]
In addition to this cost, there will also be a certain cost

each peer will forward at most once. Other costs during zone el > e
creation include probe reply, af@CCUPIED messages from for maintaining replicas and peer dynamics in the network.
the border peers. The exact numbelQECUPIED messages However, this cost will be relatively small compared to the
is difficult to predict, but based on the experimental resule  UPPer-level exchange of CDs.

have found the number to be in the order 8f;_,), where

N;—1) denotes number _Of peers per zones at lgvet 1). 1Using on of the web servers at in our department as exampiliiters
Thus, the total cost of this phase is: in the order of 4 GB per day.

A. Cost of Overlay Network Creation



Default Default
Parameter Value Parameter Value
B Minimum bandwidth available 1 KB/s N; # of peers/zones at level %
Dy Avg. # of neighbors at level 0 4 Np Total # of peers in network| 1000000
D; Avg. # of neighbors at level Sz r Max zone radius 20
L # of initiator levels Llogsz Np| Scp | Size of a CD ~ 1.5S5p
ming | Min. # of trees in top-level fores{ Sz /4 Sk Size of feature vector 200 B
Ng # of clusters per peer 10 S Size of packet overhead 60 B
NG # of clusters per level-initiator 100 Sz Avg. zone size 100
Ng # of trees in top-level forest > Sz/4 ta Time between synch. points 60 s
TABLE |
PARAMETERS AND DEFAULT VALUES USED IN THE COST MODELS
10000 T T SZ510 10000 100000 BEIKBIS, SZ‘:IO T
8 S7=50 -3¢ 90000 | B=1KB/s, S;=50 -3¢
1000 F a S,=100 % Kl 1000 £ B=1KB/s, S,=100 -
a S5=500 & 80000 | B=100KB/S, 5,=10 o
a B=100KB/s, S;=50 ---m--- %
100 f o 4 100 | 1 70000 [ B=100KB/s, S;=100 --o - A
o 10+ G @ 10 + é 60000 - - -
2 : % ) § 50000 - J,.f"jo’e
[§) 1k a1 &) 1 ) L Mo
~ Ly n O 40000 ~ e
01r Xx: ¥:>< rrrrr xa ----- g2 ix rrrrr x 01 ¢ 1 30000 P
NN g KRR R 20000 |
0.01 ¢ E o Kl 0.01 ¢ Kl
10000 -
0.001 5 . s 0.001 5 . s 0 s - - 5
1000 10000 100000 1e+06 1e+07 1000 10000 100000 1e+06 1e+07 0 100 200 300 400 500
Np Np ty/seconds

Fig. 2. Average cost (left) and maximum cost (middle) of jegpation in overlay network creation for different values network sizeNp and zone size
Sg. (right) Time to create DESENT as a function #f for different zone sizes and bandwidths.

B. Construction Time « Inter-zone clustering is a recursive process, performed
. L , (logg, Np — 1) times. With respect to time usage, each
In order to provide freshness it is important that the dorati step is essentially similar to the zone-creation and intra-

of the DESENT creation itself is not too long. We will now zone clustering described above, i.e. the codtise =

show that the time needed to complete a cycle is relatively (logg, Np — 1)(Tz + veta)

short. e The fZinaI step is the exchanging of CDs by the “roots
Local clustering is assumed to be performed asynchronously of the forest”. The significant time cost here is the

to the DESENT construction (as noted previously the local sending and receiving of the CDs. The total amount of

clustering does not have to be performed each time DESENT  (ata each has to send is approximatély= 2(Ny —

is run), so the total time is then the time it takes from inda 1)(N4(Sep + Sar)). This is communication between

selection and until the cluster exchanging in the last phase npodes that in general are geographically far away from

has been finished (assuming the time to send a message is each other and the bandwidth(in bytes per second) will

insignificant compared t,, the time between synchronization  pe relatively slow. A typical values can be in the order

points): of 100 KB/s (measured between Athens and Tokyo, and
« In the case that at least one initiator exists, the initial ~between Trondheim and Beijing). The total time of this
zone creation phase takessteps (cf. SectiofiII=R), phase isC'/B.

i.e., T = rt,. However, it is possible that the fallbackThus, the total number of time needed for construction of the
mechanism of initiator selection (modulo reduction) wilDESENT overlay network is:
be used, which adds a number of synchronization pointsTc = (r + log.,, Sz)t. + (logg, Np — 1)(r + log,,, Sz +
to the time. This depends on the reduction valyg v.)t, + 2(Np — 1)(Ni(Sep + Sum))/B
(which we assume will be relatively small, for exampléAssuming the value of parameters as summarized in Thble |,
2). The maximum steps needed to reach the value 1 (whbe time needed to construct the DESENT overlay network
all IPs will match):log, Sz. Thus, the total time is is Tc = 13524 seconds, i.e., approximately 3.75 hours.
Tz = (r +logy,, Sz)ta. This means that the DESENT creation could run more than
o During intra-zone clustering, the most time-consumingnce a day if desired. An important point is that even if
task will in general be the clustering of feature vectorshe construction takes a certain time, the average load the
Because next phase should not start until it can ®nstruction imposes and peers and communication will be
guaranteed that all initiators have completed the intreelatively low. Most of the time is used to ensure that events
zone clustering, a certain number of time periods haase synchronized without having to use communication fisr th
to be allocated for this task. We denote this number purpose. Regarding values of parameters, note that thalactu
(thus allowing the timev.t,). number of peers has only minimal impact on the construction



time. For example, assuminyp = 10000 instead of Np =
1000000 gives T~ = 11178. The important parameters are
t, Sz, and B, and FigurdR (right) shows the time needed to
create DESENT for different parameter values. Essentitiléy
construction time increases linearly wit}.

T T T
{ Sz=100, no ZP —+—|
o )§z=100, with ZP ---x--
i
A

VI. DESENT SMULATION RESULTS

We have developed a simulation environment in Java, which
covers all intermediate phases of the overlay network gener Zone Size
tion (see Sectiofll), as well as the searching part (dbedri
in SectionDSI). We run all our experiments on Pentium |\fig. 3._ eI;ffect of zone partitioning during zone creation gdhdor average
. = 100.
computers with 3GHz processors and 1-2GB of RAM. zone sizez
At initialization of the P2P network, a topology aVp

interconnected peers is created. We used the GT-ITM togolog _ _
generatoE to create random graphs of peers (we also us&gual to the x-value of the point. The chart confirms our

power-law topologies with the same results, due to the fe{QEUitior? that zone parti_tioning keeps all zones smalleanth
that the underlying topology only affects the zone creatign?: WWhile most are of sizeS0 —100. However, without zone
phase), and our own synthetic topology (called SQUAR ,art|t|on|ng, abouB0% of t_he total zones have sizes _greater
which is similar to GT-ITM, only the connectivity degree ist@n Sz, and some are twice larger thaly, thus imposing a
constant and neighboring peers share common neighbors, cumb_ersome load on several initiators. We also run the same
i.e., the network is more dense than GT-ITM. A collection ofXPeriment for networks olNp = 8000 peers andsz = 20
Np documents is distributed to peers, so that each peer rete#id 9z = 100, and drew the same conclusions.
Np/Np distinct documents. Every peer runs a clustering ) .
algorithm on its local documents resulting in a set of imitiaB- Clustering Results Quality
clusters. Measuring the quality of the DESENT clustering results is
In our experiments we used the Reuters-21578 text categssential for the value of the approach. As clustering tuali
rization test collectiofl, and we studied two setups: &)00 in our context, we define the similarity of the results of our
pre-classified documents that belong6tb distinct categories clustering algorithmd;), with respect to an optimal clustering
and b) 20000 documents. We examined two experimentdlX;). We used in our experiments the F-measure [15] as a
setups: ap000 peers and b20000 peers. We then performedcluster quality measure. F-measure ranges betveand 1,
feature extraction (tokenization, stemming, stop-wordaeal with higher values corresponding to better clustering.
and finally keeping the top-k features based on their TF/IDF We compare the clustering quality of our approach to the
value [15] and kept a feature vector of top-k features faentralized clustering results. The average values of DESE
each document as a compact document description). Ingiaté-measure relative to centralized clustering are illdsttan
retrieve the feature vectors of all peers within their zone, Fig [4(@), and show that DESENT achieves high clustering
order to execute intra-zone clustering. We used hieraathg quality. Also note that the results exhibit a relativelybdéa
glomerative clustering (HAC) to create clusters of docuteenbehavior as the network size increases. This indicates that
Clustering of documents is based on computing similariti€@ESENT scales well with the number of participating peers.
and merging together feature vectors, by taking the unidinis conveys that the proposed system achieves high quality
of the clusters’ features and keeping the top-k featureb win forming SONs despite of the lack of global knowledge and
higher TF/IDF values. We used the cosine similarity witthe high distribution of the content.
parameter the similarity thresholfl; for merging. Clusters
are created by grouping together documents and each clugteiQuality and Cost of Searching
is also represented by a top-k feature vector. Obvioushgrot
clustering algorithms as well as other similarity measwas
be used.

Average Number of Zones
o = N w S o (2] ~ o

In order to study the quality of searching in DESENT, we
consider as baseline the search that retrieves all docsment
that contain all keywords in a query. We measure the seagchin
quality using recall, representing the percentage of tlevaat
A. Zone Creation documents found. Note that, for the assumed baseline,-preci

@n will always bel00% in our approach, since the returned

At first, we studied the average zone size after the zo ) )
creation phase at level 1 (see Figlre 3). The network togolo ocuments will always be relevant, due to the exact matching
f all keywords. We generated a synthetic query workload

consists of Np = 20000 peers, each having0 neighbors - ¢ ; h q dard
on average andz = 100. We run the experiment with and con_5|s_t|ng of queries with term count average and standar
Plewatlonl.o. We selected query terms from the documents

without zone partitioning. The y-value of a point on the ¢ha domlv (i ) ith f | hE#). Th
(or histogram) is the average number of zones having sighdomly (ignoring terms with frequency less thif). The
querying peer was selected randomly.

2ht tp: // wwv. cc. gat ech. edu/ proj ect s/ gtitm In Fig. [4(b), we ShOW the average recall of our approach
3http: // ww. davi ddl ew s. comi r esour ces/ t est col | ect | ons/ce@ut@aeexiSosnormalized flooding using the same number of


http://www.cc.gatech.edu/projects/gtitm/
http://www.daviddlewis.com/resources/testcollections/reuters21578/
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Fig. 4. DESENT simulation results measuring clusteringligueelative to centralized clustering, achieved recaltlajuery latency.
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scale search as the motivation and scalability goal of ffaste
it should be noted that this approach is equally applicable a
a smaller scale, including enterprise-wide informatioarsh.
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of the search algorithm using large document collections
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