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MAKING YOUR RESEARCH REPRODUCIBLE



MOTIVATION
PART I



AlphaGo

“Impressive results. No code. No model.”
(Silver et al, 2016)
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Reproducing AlphaZero with Elf
• Hard to reproduce

– Details are missing in the paper
– Huge computational cost (15.5 years to generate 4.9M selfplays with 1 GPU) 
– Sophisticated (distributed) systems. 

• Lack of ablation analysis
– What factor is critical for the performance?
– Is the algorithm robust to random initialization and changes of hyper parameters? 
– How the ladder issue is solved? 

• Lots of mysteries
– Is the proposed algorithm really universal?
– Is the bot almighty? 
– Is there any weakness in the trained bot? 

ELF OpenGo: An Analysis and Open Reimplementation of AlphaZero, Tian et al, ICML 2019.
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52%
Yes, a 
significant 
crisis

3% No, there is no crisis
7% Don’t know

38%
Yes, a slight 
crisis

1,576
RESEARCHERS SURVEYED

(M. Baker, Nature, 2016)

(Gundersen , 2020)



8 (M. Baker, Nature, 2016)

Computer 
Science



9 (M. Baker, Nature, 2016)
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ICLR 2018 Reproducibility Challenge

11 (J. Pineau, ICLR keynote, 2018)



REPRODUCIBILITY
PART II



The Scientific Method - Process

(Gundersen 2021)



The Scientific Method - Steps

1. Observe the world and form beliefs about it 
2. Explain causes and effects by forming a scientific theory 
3. Formulate a genuine test of the scientific theory as a hypothesis 
4. Design an experiment to test the hypothesis and document it in a research 

protocol 
5. Implement the experiment so that it is ready to be conducted 
6. Conduct the experiment to produce results 
7. Analyze the results to make an analysis 
8. Interpret the findings 
9. Update beliefs according to the interpretation 
10. Observe the world in a structured manner 

(Gundersen 2021)



Types of Empirical Studies

Hypothesis generating - identify and suggest possible hypotheses.
• Exploratory Yields casual hypotheses by collecting data and analyzing it in many ways.

• Assessment Establish baselines and ranges as well as other behaviors of system or environment. 

Hypothesis testing - test explicit and precise hypotheses
• Observation Collect data in a way that does not directly interfere with how the data arise, establish an association.

• Manipulation Test hypotheses about causal influences of factors by manipulating them and and noting effects on 
measure variables. 

(Cohen 1995)



The Scientific Method in ML

(Gundersen 2021)



Example of Experiment

Scientific theory: Deep neural 
networks are models of the brain, 
although simple ones, and as such 
intelligence could emerge from them.

Hypothesis: The performance of 
biological inspired deep convolutional 
neural networks is competitive with 
human performance on computer 
vision benchmark tasks.

(Gundersen 2021)



Experiment: DNN for Image Classification
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(Gundersen 2021)



The Scientific Method - Steps
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(Gundersen 2021)



Definition of Reproducibility

Reproducibility is the ability of 
independent investigators to draw the 
same conclusions from an experiment by 
following the documentation shared by 
the original investigators.

(Gundersen 2021)



The Three Types of Reproducibility

(Gundersen 2021)

Outcome reproducible The outcome of the reproducibility experiment is 

the same as the outcome produced by the original experiment.

Analysis reproducible Outcome might differ, but same analysis and 

interpretation on different outcome leads to same conclusion.

Interpretation reproducible Neither the outcome nor the analysis need 

to be the same if the interpretation leads to the same conclusion. 



The Three Types of Documentation
Description Description of the AI method implemented by the AI program, the

experiment being conducted and the analysis of the results as well as the

hardware and ancillary software used for conducting the experiment. 

(Gundersen 2021)

Code AI Program code, code for setup and configuration, code controling workflow, 

code for analysis of results and visualization.

Data All data used for conducting the experiment. Are the samples used for 

training, validation and test specified? What about the results?



Degrees of Reproducibility

Text Code Data
R1 Description
R2 Code
R3 Data
R4 Experiment

(Gundersen 2021)



(Gundersen 2021)



THE AAAI REPRODUCIBILITY CHECKLIST
PART III



(Gundersen, Gil and Aha, AI Magazine, 2018)

Source: https://folk.idi.ntnu.no/odderik/reproducibility_guidelines.pdf



AAAI Reproducibility Checklist

Four sections:
1. The paper 
2. Theoretical contributions
3. Data sets
4. Computational experiments

Source: https://aaai.org/Conferences/AAAI-21/reproducibility-checklist/



The paper
• Claims are clearly stated.
• Explain how the results 

substantiate the claims.
• Explicitly identify limitations 

and or technical assumptions.
• Include conceptual 

outline/pseudocode of AI 
methods introduced.

(Gundersen and Kjensmo, 2018)



Research Protocol

Source: https://www.cs.uct.ac.za/teaching/forms/researchProposalGuide_2007.pdf

Research Questions Clearly 
state what you are 
investigating?

Evaluation of Research 
Questions What is the best 
way to evaluate the outcome 
of the experiment? Explain it. 

Methodology How do you 
conduxt your investigation? 
Describe your experiment.

Anticipate Outcomes Make a 
prediction. What do you 
expect and why? 



Registered Report



Structured Abstract I
Background Why is this research important and interesting?
Objective What is it that you want to achieve?
Hypothesis The claim(s) that you want to test with your 

experiment(s).
Method How do you test your hypothesis? 
Findings What is the outcome of your experiments?
Interpretation How do you interpret the outcome of your 

experiment?
Conclusion Does the interpretation support the hypothesis or 

not? 



Structured Abstract II
"Deeper neural networks are more difficult to train. We present 
a residual learning framework to ease the training of networks 
that are substantially deeper than those used previously. We 
explicitly reformulate the layers as learning residual functions 
with reference to the layer inputs, in- stead of learning 
unreferenced functions. We provide comprehensive empirical 
evidence showing that these residual networks are easier to 
optimize, and can gain accuracy from considerably increased 
depth. On the ImageNet dataset we evaluate residual nets with 
a depth of up to 152 layers—8× deeper than VGG nets [40] but 
still having lower complexity. An ensemble of these residual 
nets achieves 3.57% error on the ImageNet test set. This result 
won the 1st place on the ILSVRC 2015 classification task. We 
also present analysis on CIFAR-10 with 100 and 1000 layers. The 
depth of representations is of central importance for many 
visual recognition tasks. Solely due to our extremely deep 
representations, we obtain a 28% relative improvement on the 
COCO object detection dataset. Deep residual nets are 
foundations of our submissions to ILSVRC & COCO 2015 
competitions1, where we also won the 1st places on the tasks 
of ImageNet detection, ImageNet localization, COCO detection, 
and COCO segmentation.".

Background Deeper neural networks are more difficult to train than 
shallower neural networks. 

Objective To ease the training of networks that are substantially deeper 
than those used previously.

Hypothesis Reformulating the layers as learning residual functions with 
reference to the layer inputs instead of learning unreferenced 
functions will ease the training.

Method An ensemble of residual nets with a depth of up to 152 layers 
(8× deeper than VGG nets while having lower complexity) is 
implemented and evaluated on several classification, object 
detection, localization and segmentation tasks. 

Findings The ensemble achieves 3.57% error on the ImageNet test set, 
resulting in 1st place on the ILSVRC 2015 classification task. We 
obtained a 28% relative improvement on the COCO object 
detection dataset due to extremely deep representations. We 
also won the 1st places on the tasks of ImageNet detection, 
ImageNet localization, COCO detection, and COCO 
segmentation at ILSVRC & COCO 2015.

Interpretation The empirical evidence shows that the residual networks are 
easier to optimize and can gain accuracy from considerably 
increased depth.

Conclusion The hypothesis is supported.

(He et al 2016)



Structured Abstract III

Comment from Hacker News



Notes on Pseudo Code
• There is not one way to write pseudo 

code, which means that there are 
example of both good and bad pseudo 
code. 

• E. Raff (2019) found pseudo code to be 
significantly correlated with a paper’s 
reproducibility.

• E. Raff (2020) did further statistical 
modelling and confirmed the findings of 
the previous paper. 

• An impressive number of 255 papers 
were reproduced. 

• However, the biases related to selection 
of papers to reproduce, the fact that only 
one person reproduced all of them and 
the lack of a protocol make it hard to trust 
the conclusions.

(Raff 2019, Raff 2020)



Theoretical contributions
• All assumptions and restrictions are stated 

clearly and formally.
• All novel claims are stated formally. 
• Proofs of all novel claims are included. 
• Proof sketches or intuitions are given for complex 

dn/or novel results. 
• Appropriate citentions to theoretical tools use are 

given. 



Experiments Relying on Datasets
• All novel datasets introduced in this paper are included 

in a data appendix.
• All novel datasets introduced in this paper will be made 

publicly available upon publication of the paper with a 
license that allows free usage for research purposes.

• All datasets drawn from the existing literature are 
accompanied by appropriate citations.

• All datasets drawn from the existing literature are 
publicly available.

• All datasets that are not publicly available are 
described in detail.



How well is data documented?

(Gundersen and Kjensmo, 2018)

• We know we should not train 
and test on the same data.

• Is Outcome Reproducible an 
option if we do not know which 
samples were used for what?

• Can only check if Outcome 
Reproducible if results are 
shared. 

The order a machine learning algorithm is fed 
training samples can affect the performance. 



An Unbiased Look at Dataset Bias

Selection bias Does the
dataset represent a fair 
sampling of the world?

(Torralba and Efros 2011

Capture Bias Are the 
samples represented fairly 
(centered object, handle 
ddirection of mugs?)

Negative bias Does the data 
set contain negative 
examples as well?



Other issues
• Data version: 

– Are there different versions of the same dataset? 
– Some software libraries provide standard datasets as well i.e. seaborn and 

GluonTS. 
– Sometimes these differ from the original ones. Cite the correct version. 
– Sometimes the reported data is not the same as the published data (different 

number of samples).
• Large dataset: 

– Webscale datasets might not be stored after analysis. Outcome reproducibility 
not possible. 

• Concept drift: 
– The real changes and datasets are static. 
– What was true one day is not true the next. 
– If the dataset is not shared it is impossible to know whether any differences are 

caused by concept drift or other issues related to the quality of the research. 



Which Conclusions Can Be Drawn?

Population Sample

Treatment

No treatment

Generalize
findings

Establish causal 
relation

Random 
selection

Random 
selection



Computational experiments I
• All source code required for conducting experiments is included in a 

code appendix.
• All source code required for conducting experiments will be made 

publicly available upon publication of the paper with a license that 
allows free usage for research purpose.

• If an algorithm depends on randomness, then the method used for 
setting seeds is described in a way sufficient to allow replication of 
results.

• This paper specifies the computing infrastructure used for running 
experiments (hardware and software), including GPU/CPU models; 
amount of memory; operating system; names and versions of relevant 
software libraries and frameworks.

• The criterion used for selecting the final parameter setting is explained.



Hardware and Ancillary Software

(Hong et al, 2013)



Code Version

When you run the code later, you
might get different results! 



Computational experiments II
• This paper formally describes evaluation metrics used and 

explains the motivation for choosing these metrics.
• This paper states the number of algorithm runs used to compute 

each reported result.
• Analysis of experiments goes beyond single-dimensional 

summaries of performance (e.g., average; median) to include 
measures of variation, confidence, or other distributional 
information

• This paper lists all final (hyper-)parameters used for each 
model/algorithm in the paper’s experiments.

• This paper states the number and range of values tried per 
(hyper-)parameter during development of the paper, along with



Deep Learning that Matters

(Henderson et al, AAAI 2018)

• Hyperparameter 
search will have a huge 
effect on results. 
Ranges rarely 
documented properly.

• Simple changes in 
network architecture 
can have make large 
changes to result.

• Different 
implementations of 
same baseline algorithm 
can yield very different 
results. 



Algorithm Runs and Variation I

Ran the same experiment 100 times. Only difference was which 
seeds we used to initialize the pseudorandom number generator



MAPE

Algorithm Runs and Variation II

KDE used to smooth out the variance of a selection of seeds.
See how different the average MAPE scores for those seeds will be.
Assuming a similar distribution for our baseline, we can manipulate results by selecting the 
best set of 5 seeds for our algorithm and the 5 worst seeds for our baseline.



Experiment: MNIST Classification I
• Same experiment 

conducted 20 times on 
four different machine 
learning platforms.

• Code = same
• Data = same
• HW = !same
• Ancillary SW = !same

(Gundersen, Shamsaliei and Isdahl, forthcoming)



Experiment: MNIST Classification II

CPU, random seed not fixed CPU, random seed fixed

(Gundersen, Shamsaliei and Isdahl, forthcoming)

When models are wrong, how many are wrong?



Experiment: MNIST Classification III

CPU, random seed not fixed CPU, random seed fixed

(Gundersen, Shamsaliei and Isdahl, forthcoming)

When models are wrong, how many different classes do they see?



THE VALUE AND CHALLENGES OF TRANSPARENT RESEARCH
PART IV



The Ten Years Reproducibility Challenge

“Programming languages 
evolve, as do the computing 
environments in which they 
run, and code that works 
flawlessly one day can fail the 
next.” 
- Nicolas Rougier, Nature, 
2020



PoV of Original Researchers

53 (Gundersen, Gil and Aha, 2018)

R4 Experiment

R3 Code

R2 Data

R1 Description

Incereased 
documentation 
efforts

Incereased 
generality of 
results



PoV of Independent Researchers

54 (Gundersen, Gil and Aha, 2018)

R4 Experiment

R3 Code

R2 Data

R1 Description

Incereased 
trust in the 
original study’s 
results

Incereased 
effort to 
reproduce



ML Reproducibility Checklist

• Introduced at NeurIPS 
2018. 

• The checklist has had 
an impressive effect on 
code submission. 
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CODE SUBMISSION FREQUENCY

(Pineau et al. 2020)
https://www.cs.mcgill.ca/~jpineau/ReproducibilityChecklist.pdf



Reproducibility Experiment

(Gundersen et al, forthcoming)



Code and Data 
shared

Only data 
shared

83% 6%

Success (green), Partial success (orange), 
Failure (red) and no result (grey) when 
reproducing experiments with and without 
code. Each box represents an aggregate of the 
experiments reported in one paper (most cited 
AI papers from Scopus). 

The value of sharing both 
code and data

(Gundersen et al, forthcoming)

We tried to reproduce 30 of the top-
cited papers from 2012, 2014 and 
2016. These are the results: Sharing 
both code and data is really effectfull.



CONCLUSION: WHAT IF YOU CANNOT DO EVERYTHING?
PART V



Important to Remember
Comment from Hacker News

Many people 
believes that the 
reason that they 
are not able to 
reproduce results is 
their own 
incompetency. 

This leads to false 
claims not being
refuted!



Conclusion I: If one has to choose 

Newton did not share code and data
Writing a good paper that describes the experiment 
well and is fully transparent is most important!

Text Code Data
R1 Description
R2 Code
R3 Data
R4 Experiment



Conclusion II: Sharing is Caring

• If you do not have time to document and tidy up the code and 
data, it is still better to share the code and data than not to. 

• Sharing is more important than good documentation.

Text Code Data
R1 Description
R2 Code
R3 Data
R4 Experiment

Reproduction 
83% successful



Odd Erik Gundersen, dr. philos.
Chief AI Officer, TrønderEnergi AS
Adjunct Associate Professor, NTNU
odderik@ntnu.no

Standing on the Feet of Giants
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