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“Any fool can write code that a computer can 
understand. Good programmers write code that 
humans can understand.”

― Martin Fowler, "Refactoring: Improving the Design
of Existing Code"



Why does 
reproducibility 

matter?

Validity



“The fact that an analysis appears in print has no 
relationship to the likelihood of its being correct.”

― Akin’s Laws of Spacecraft Design, #17
David Akin

Director of Space Systems Laboratory, University of Maryland
Member, NASA Task Force on Technology Readiness



execution != correctness

A corollary: code that executes the first time you try to run it has 
at least one bug you haven’t found yet.



Code-level reproducibility is correlated with 
code correctness.



Why does 
reproducibility 

matter?

Validity

Progress





reproducibility ∝ 1
p(you say “it works on my machine”)



Reproducibility facilitates collaboration, which is 
essential for scientific progress.

(Also, studies have shown that well-documented articles receive more citations.)

-- Odd Erik Gundersen, et al.
“On Reproducible AI: Towards Reproducible Research,

Open Science, and Digital Scholarship in AI Publications“



Why does 
reproducibility 

matter?

Validity

Progress

Applications





“The concept of technical debt was first introduced by 
Ward Cunningham in 1992 [. . .] Deferring the work to 
pay it off results in increasing costs, system brittleness, 
and reduced rates of innovation […] machine learning 
packages have all the basic code complexity issues as 
normal code, but also have a larger system-level 
complexity that can create hidden debt.”

— Sculley et. al., "Machine Learning: The High Interest
Credit Card of Technical Debt"

https://ai.google/research/pubs/pub43146


The pace at which AI research is incorporated 
into real applications has been rapidly 

increasing, but the cost of this code in technical 
debt is higher than traditional software. 

Corollary: Good ideas are left behind when they are locked 
up in bad code.



Why does 
reproducibility 

matter?

Validity

Progress

Applications



How do we
do reproducible 

research?

Change our process

Change our output



Real Published 
Paper 
Reproduction 
Instructions…

Copy this 
Python 
script 
locally

Execute 
script, DLs 

raw (?) 
data

Download 
this Java 
.jar file

Set an 
environme
nt variable 

on your 
machine [!]

Execute 
the .jar

(preproces
s data?)

Script 
converts 

results into 
a binary 
format

Run the 
training 

code and 
inference 

code

Run the 
evaluation 
code (perl

script!)

Results

Time to setup the pipeline
~ 2 days

Time to execute the code on the data:
~ 2 minutes



— Sculley et. al., "Machine Learning: The High Interest
Credit Card of Technical Debt"

https://ai.google/research/pubs/pub43146


A typical software workflow



Process

Source control

• Version code for yourself 
and collaborators

• Backup your existing code

• Single flip of switch to 
make public when paper 
is published

• Updates can all happen in 
one place

“Writing in 2018, [source control] is such an 
ingrained cultural norm on modern software 
development teams that the lack of version 
control is widely seen as prima facie evidence 
that a team or company is a burning 
dumpster fire and should be avoided.”

― Isaac Slavitt (preprint on reproducible data science) 



Process

Analysis is a DAG

• Everything comes from 
somewhere

• The raw data is immutable

• Code as documentation

• Think of your code like an 
argument



Process

Config separated from code

class xgboost.XGBRegressor(max_depth=3, 
learning_rate=0.1, n_estimators=100, silent=True, 
objective='reg:linear', booster='gbtree', n_jobs=1, 
nthread=None, gamma=0, min_child_weight=1, 
max_delta_step=0, subsample=1, colsample_bytree=1, 
colsample_bylevel=1, reg_alpha=0, reg_lambda=1, 
scale_pos_weight=1, base_score=0.5, random_state=0, 
seed=None, missing=None, **kwargs)



Process

Config separated from code



Process

Code review

• You review everything else, don’t 
you?

• Catch problems early

• Share knowledge with colleagues

• Learn something yourself

(Protip: you can code review most data 
analysis code regardless of  language 
for validitiy)



Output

Data is accessible

• AI research is suffers from a 
lack of diversity of quality 
data.

• If you’re working on methods, 
collect, document, and 
release your data.

• Include a data-use license



A quick aside
on trained models

You spent all that time and money 
training it and tuning your 
hyperparameters. 

Pay it forward!

R0: Inference Reproducible: The published results of an experiment can 
be reproduced by running inference on the published test dataset and 
loading the published pre-trained model.



Output

Project organization

• Learn from software projects

• All web frameworks have the same 
abstractions, and code lives in the 
same place

• Every linux file system has the same 
fundamental directory structure



Output

Specified dependencies

• Best case: machine readable

• Next best case: well-specified 
versions

• OK case: mentioned in the 
documentation

• Not great: mentioned in the 
paper

• Really not great: not mention of 
dependencies



Output

Source control
Source control is basic professionalism for anyone 
working with code

Analysis is a DAG
Automate testing the entire pipeline by formally 
specifying your DAG; treat raw data as immutable

Config separated from code
The parameters of your experiments should be 
separated from your code versions

Code review
Don’t you have others read your paper before 
submitting?

Process

Data is accessible
Downloadable, as close to raw as possible, 
licensed; include trained models

Project Organization
Following a common template reduces 
cognitive overheard for yourself and others

Specified dependencies
Hardware, operating system, libraries, version 
of your code

High-quality, reproducible code
A byproduct of the changes to process, and 
forethought about the output

What are the themes that we have heard today across talks?
What is the single biggest challenge to addressing the theme?
What is the single best existing solution from what you heard or your experience? 



Questions?

@pjbull | @drivendataorg

My question for the audience:

How do we change the institutions, structures, 
processes, cultural norms, tools, and mindsets 

to enable reproducibility in AI research?


