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Challenges

* An effective mechanism to rapidly advance the state of the art and
solve practical problems

* Organized around a specific and well defined problem/task of scientific or
practical relevance

* Organizers provide problem/task, data, evaluation protocol, rules, prizes,
platform and dissemination channels

e Challenges can be industry or scientifically oriented



Challenges

* An effective mechanism to rapidly advance the state of the art and
solve practical problems

LONGITUDE PRIZE

The Challenge  Applying & Support

< 18 November 2014 14 November 2018 31 January 2019 2015 - 2020
Dava SosEL . -
The Longitude Prize opened for submissions Longitude Prize extension announ ced Next Longitude assessment deadline First team to successfully meet the criteria wins
(every four months} ) the Prize

https://longitudeprize.org/challenge


https://longitudeprize.org/challenge

Challenges

* An effective mechanism to rapidly advance the state of the art and
solve practical problems

Congratulations!

ETELLY

https://www.netflixprize.com/



https://www.netflixprize.com/

Challenges

* An effective mechanism to rapidly advance the state of the art and
solve practical problems

“
&3 PASCAL2

@ Pattern Analysis, Statistical Modelling and
Computational Learning

http://host.robots.ox.ac.uk/pascal/VOC/ https://pireddie.com/darknet/volo/



https://pjreddie.com/darknet/yolo/
http://host.robots.ox.ac.uk/pascal/VOC/

Challenges

* An effective mechanism to rapidly advance the state of the art and
solve practical problems

IMAGENET
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Russakovsky, O., Deng, J., Su, H. et al. ImageNet Large Scale Visual Recognition Challenge. IntJ Comput Vis (2015) 115: 211.
A Krizhevsky, | Sutskever, GE Hinton . Imagenet classification with deep convolutional neural networks. NIPS 2012, 1097-1105



Challenges

* An effective mechanism to rapidly advance the state of the art and
solve practical problems

Common Objects in Context

http://cocodataset.org/ https://pdollarwordpress.com/2015/01/21/image-captioning/



https://pdollar.wordpress.com/2015/01/21/image-captioning/
http://cocodataset.org/

Challenges

* An effective mechanism to rapidly advance the state of the art and
solve practical problems
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Challenges

* Pros

* Problems of practical importance are solved (to some extend) rapidly
(collaborative-competitive problem solving)

e Contribute to establish benchmarks and the fair comparison among
methodologies (reproducibility)

* Participants are (self-) trained on new practical skills
* Promotes team work

e Cons

* Organization of a successful challenge is not an easy task (problem
formulation, data gathering, evaluation protocols, funding, platform ....)

* Challenge may degenerate into inflexible solutions / extremely complex



Challenge organization

* Platforms, organizations!

000 \A[%><1A/
:,C, E£ARN _<> <>_
/r7§><1 KDD

F DATA SCIENCE
@) GAME

h’r\’j edia€val Benchmark




Chalearn

* Chalearn is a non-profit organization focusing on organization
challenges in Machine Learning (and related fields)

Isabelle Guyon Me

Sergio Escalera

http://chalearn.org

Kristin Bennet Florin Popescu
[

Danny Silver

of


http://chalearn.org/

Chalearn

Feature selection (NIPS 2003)

Seventy five participants competed on five classification problems to make best
predictions and select the smallest possible subset of relevant input : £
variables (features). The tasks include: cancer diagnosis from mass-spectmn'le.h:y" 3
data, handwritten digit recognition, text classification, and drug discovery. ‘

[www] Challenge web site (data available)
[Wsp] Workshop page

[Resu] Result page

[Code] Matlab software and course material
[IMLR] Special issue on feature selection
[Springer] Book edited (+data CD &
code)

Performance prediction (WCCI 2006)
and model selection (NIPS 2006)

W One hundred and forty-five five participants competed on five classification problems
to make best predictions and predict their generalization performance on new

)

unseen data. The tasks include: marketing, drug discovery, text classification,
handwritten digit recognition, and ecology. This first challenge was followed by a
model selection game using the same datasets, reshuffled, see ALvsPK.

http://chalearn.org

[www] Challenge web site (data available)
[Wsp] WCCI 2006 wshop ; NIPS 2006 wshop
[Resu] Result page

[Code] Matlab software

[IMLR] Special topic on model selection
[CiIML] Book edited (free PDF of CiML vol 1)


http://chalearn.org/

Springer Series on CiML

€\ Springer springer.com

the language of science

~ Call for Book Proposals ~
Springer Series on “ﬂw

Challenges in Machine Learning

The Springer

o Serieson
Series Editors from Chalearn (www.chalearn.org): Challenges

Hugo Jair Escalante, Chalearn, USA & INAOE, Mexico n Mthlne
Isabelle Guyon, Chalearn, US & Université Paris-Saclay, France Leamlng
Sergio Escalera, ChalLearn, USA & University of Barcelona, Spain

The e S o0 (g i Machine Lasrmng The Spinger Seies on hallenges in Machin Learing The Sprnger Seieson Challenges in Machine Learning

Sergio Escalera
Isabelle Guyon
Vassilis AthitsosEditors

Gesture
Recognition

Automatic e odes O

Machine ocine eamng [l Building
Learning Intelligent
Systems

http://www.springer.com/series/15602

Bisakha Ray - Jordi Soriano

Connectomics
Challenge

The Springer Series on (hallenges in Machine Learning

The Springer
Serieson

Challenges
in Machine
Learning

<) \'pnnurr



http://www.springer.com/series/15602

http://chalearn.org/



http://chalearn.org/




AutoML

e Automatic Machine Learning*

* Research area that targets progressive automation of
machine learning

* Field of research focusing on the development of
autonomous methods for solving a variety of machine
learning problems

* Motivation.

e Large amounts of data readily available everywhere

 Lack of domain and/or ML experts who can
advise/supervise the development of ML-based systems

* We focus on supervised learning

e gt vt ot (R, 0 Machune | narmny

Machine
Learning

https://www.springer.com/us/book/9783030053178


https://www.springer.com/us/book/9783030053178

The AutoML dream
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The REALITY
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ML Challenges
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AutoML challenges
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Brief history of AutoML challenges

e AutoML (2015-2016). Lasted two years divided into 5 stages.
Collocated with NIPS, ICML, IJCNN. 600+ participants.

30,000USD in prizes. Sponsored by Microsoft + ChalLearn
* Winner: AAD_Freiburg

* AutoML2 (2018). Lasted about 4 months. Collocated with

PAKDD18. 250+ participants. 10,000USD in prizes. Sponsored
by 4Paradigm + ChaLearn.

* Winner: AAD_Freiburg

* AutoML3 (2018-2019). Lasted ~2 months. Collocated with
NeurlPS18, rematches at [JCNN2019, PAKDD20109.

15,000+USD in prizes. Sponsored by 4Paradigm + Microsoft +
Chalearn.

* Winner: Autodidact.Al (ongoing!)

PAKDD 2018

AUTOML

Challenge 2018
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N :OOO N . UNIVERSITE
| 202 | VDA
[P0l QUINTEIN |G Conteronce on ewal Networks

Isabelle Guyon, Kristin Bennett, Gavin Cawley, Hugo Jair
Escalante, Sergio Escalera, Tin Kam Ho, Nuria Macia, Bisakha
Ray, Mehreen Saeed, Alexander Statnikov, Evelyne Viegas

automl@ChaLearn.org




AutoML challenges
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Rounds

o AutoML:
. Intermediate 3:Acver - .
W' Automatic code

execution on
Codalab
platform.
Tweakathon:

} 0. Prep

Result or code

submission.
NOVICE: Binary classification. To earn prizes:

INTERMEDIATE: Multiclass classification. code should be
ADVANCED: Multiclass and multilabel. made open
EXPERT: Classification and regression. source.
MASTER: All of the above.

i W NR




Data: 30 large datasets

http://automl.chalearn.org/data

Round |Num | Name Task Metric |Time Cnum Cbal Sparse |Missng |Catvar |Irrvar |Pte Pva Ptr N Ptr/N
0 1 ADULT il F1 300 3 1 0.16| 0.011 1 0.5/ 9768 4884 34190 241,424.58
0 2|CADATA regression R2 200 0| NaN 0 0 0 0.5/ 10640, 5000, 5000 16 312.5
0 3 |DIGITS multiclass |BAC 300 10 1 0.42 0 0 0.5/ 35000/ 20000 15000, 1568 9.57
0 4 DOROTHEA binary AuC 100 2| 0.46 0.99 0 0 0.5 800 350 800100000 0.01
0 5 OUPS i PAC 300 20 1 b 0 0 0| 3755/ 1877| 13142| 61188 0.21
1 1 CHRISTINE binary BAC 1200 2 1 0.071 [ 0 0.5 2084 834 5418 1636 3.31
1 2 JASMINE binary BAC 1200 2 1 0.78 0 0 0.5 1756 526 2984 144  20.72
1 3 MADELINE binary BAC 1200 2 1 1.2 E-06 [ 0 0.92 3240 1080 3140 259 12.12
1 4 PHILIPPINE  binary BAC 1200 2 1 0.0012 0 0 0.5 4664 1166 5832 308 18.94
1 5 SYLVINE binary BAC 1200 2 1 0.01 0 [ 0.5 10244 5124 5124 20  256.2
2 1 ALBERT binary F1 1200 2 1 0.049 0.14 1 0.5 51048 25526 425240 78 5,451.79
2 2 DILBERT PAC 1200 5 1 0 0 0| 0.16 9720, 4860 10000 2000 5)
2 3 FABERT PAC 1200 7/ 0.96 0.99 0 0 0.5 2354 1177 8237 800 10.3
2 4 ROBERT BAC 1200 10 1 0.01 0 0 0| 5000 2000 10000 7200 1.39
2 5 VOLKERT multiclass PAC 0.34 0 0 0 3500/ 58310 180 323.94
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http://automl.chalearn.org/data

Leaderboard

Learn the Details ~ Phases  Participate | Results | Public Submissions  Forums #J

* Leaderboard for both
tracks in every stages I T | ot R RS

Phase description
° V I . d t . Results on test data of phase 4. There is NO NEW SUBMISSION. The results on test data of the last submission are shown. [+] Prize winning phase.
a I a I O n Max submissions per day: 0
I e a d e r- b O a rd Max submissions total: 0

EE Download CSV

. . e s
* final evaluation N il il il e =

|eaderbOa rd 1 aad freiburg 9 05/02/16 160 (1) 06530(1) 05175(2) 02843 (1) 07821(1) 03823(3) 506(7)  View

2 idealintel.analytics 4 04/15/16 360(2) 06137(3) 05263 (1) 02455(5) 07271(7) 03863 (2) 202(19) View

3 abhishekd 3 04/15/16 540(3) 05946(6) 0.5064(6) 02251(7) 07574(3) 03720(5) 201Q1) View
) 0.5694 )

4 abhhishek-GPU 6 os/02/16 560 05001(9) 02381(6) 07617(2) 03870(1) 202(18) View
) 05779 )

5 postechmlig_exbrain 6 050216 580(5) 06317(2) 05079() 02569@) .. 03222(8) 303(11) View
o 133.09 )

6 djajetic GPU 5 05/02/16  620(6) 0S816(9) 05061(7) 02469(4) 07498(5) 036546 View
: 04540 )

7  aad_freiburg-GPU 3 050216 620(6) 058661 02673(2) 07557 (4) 03782(4) 7.06(6)  View
) 0.5409 )

8 lisa 3 05/02/16  800(7) 05969 (4) 05141(3) 02018 (9) 02993(9) 303(12) View

(15)



Protocol

ROUND PHASE SUBMISSION / EVALUATION



Protocol

ROUND PHASE SUBMISSION / EVALUATION



Protocol

ROUND PHASE SUBMISSION / EVALUATION




Protocol

ROUND PHASE SUBMISSION / EVALUATION

Blind test on fresh data

{.. ___________________________________________________________________________________
Data
release n




Protocol

ROUND PHASE SUBMISSION / EVALUATION

Blind test on fresh data

{..
Data
release n




Protocol

ROUND PHASE SUBMISSION / EVALUATION

n-1
Blind test on fresh data AutoML [+]
{. ___________________________________________________________________________________
Data
release ? and/or ?
Validation set ©




Protocol

ROUND PHASE SUBMISSION / EVALUATION

Blind test on fresh data

{..
Data
release n




Protocol

ROUND PHASE SUBMISSION / EVALUATION

Blind test on fresh data

{..
Data
release n

Blind test on fresh data AutoML [+]

© NEW Test set




Best overall AutoML: aad freiburg

AutoML Final
Rnd Ended | Winners | <R> | <S> Ended | Winners | <R> | <S> || UP (%)
. ideal 1.40 0.8159

1
0 NA NA NA NA 02/14/15 | 2. abhi 3.60 0.7764 NA
3

1
2 || 06/15/15 | 2. aad 3.40 | 0.3529 || 11/14/15 | 2. djaj 220 | 0.5142 35
3. mat | 440 | 0.3449 3

aad=aad _freiburg djaj=djajetic marc=marc.boulle tadej=tadejs
abhi=abhishek4 ideal=ideal.intel.analytics =~ mat=matthias.vonrohr
asml=amsl.intel.com  jlr44 = backstreet.bayes post = postech.mlg_exbrain



AutoML 2018-2019 challenges

* Two other editions have been organized since then.

* Only code submission was considered!

PAKDD 2018 Lifelong AutoML

AUTOML
Challenge 2018
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4Paradigm  icua I . . 020
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AutoML 2018-2019 challenges

* AutoML has been challenged by:

* Extreme imbalance ratios. ~“1% imbalance

 Scalability. Data sets larger than ever will be considered (Up to 10M
instances)

* Concept drift. Dependency between instances, concept changing through
time.

* LifeLong setting. Evaluation of the lifelong capabilities of learning machines.

* Mixed features. Including numerical, categorical, time based, and Multi-
value Categorical features.



Lifelong AutoML

AutoML3 @NeurlPS2018

4Paradigm fong

I mmie eot-BRNN

Code submission

Training data

l Release of

predict ) test labels
IS Evaluation |-----------o-cooooooo

Test batch 1

Test data

Release of

predict . test labels
IR Evaluation |--------------2-s--- >

Test batch 2

3p 1daduo)

Release of

predict
TestbatchN | Evaluation |----- test labels
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e Duration: ~¥3 months

* Participants: 334

e Qutcomes:

* Baseline outperformed by a large
margin
* Novel, original solutions

e Data set size was the main
challenge

* Several top ranked participants
failed to fit their solutions to the
available resources

X

"*/ﬁ\\\\\

(

I. ® ) s
4Paradigm cwa Y=

AutoML for Lifelong Machine Learning

Hugo Jair Escalante, Wei-Wei Tu, Isabelle Guyon, Daniel Silver,

Evelyne Viegas, Yugiang Chen, Qiang Yang

1st place. Autodidact.ai. Jobin Wilson, Amit Kumar Meher, Bivin
Vinodkumar Bindu, Manoj Sharma, Vishakha Pareek. Flytxt, Indian
Institute of Technology Delhi, CSIR-CEERI

2nd place. Meta_Learners. Zheng Xiong, Jiyan Jiang, Wenpeng Zhang
Tsinghua University, China

3rd place. GrandMasters. Jiangeng Chang, Yakun Zhao, Honggang Liu,
Jinlong Chai. Beiling University of Post and Telecom WCSN Lab, Beiling
University of Post and Telecom Al & HPC Department. Inspur Electronic
Central South University, China

Organizers

=. Microsoft ®ACADIA université

PARIS-SACLAY



Brief history of AutoML challenges

e AutoML (2015-2016). Lasted two years divided into 5 stages.
Collocated with NIPS, ICML, IJCNN. 600+ participants.

30,000USD in prizes. Sponsored by Microsoft + ChalLearn
* Winner: AAD_Freiburg

* AutoML2 (2018). Lasted about 4 months. Collocated with

PAKDD18. 250+ participants. 10,000USD in prizes. Sponsored
by 4Paradigm + ChaLearn.

* Winner: AAD_Freiburg

* AutoML3 (2018-2019). Lasted ~2 months. Collocated with
NeurlPS18, rematches at [JCNN2019, PAKDD20109.

15,000+USD in prizes. Sponsored by 4Paradigm + Microsoft +
Chalearn.

* Winner: Autodidact.Al (ongoing!)

PAKDD 2018

AUTOML

Challenge 2018

Paradigm
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AutoML challenges 2015 — 2018

e Advancing the SOTA in AutoML

* Solutions publicly available: AutoSKLearn

* A few steps towards reproducibility of results in
challenges
* Among the first ML challenges to support code submission
* Comparison of offline and online submissions

* All challenge participants subject to same restrictions in terms
of resources

* Hosted among the largest research challenge with code
submission

* Aseries of challenges : moving towards life long
AutoML and adversarial AutoMIL.

PAKDD 2018

AUTOML

Challenge 2018

Paradigm

.
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e LEARN

Lifelong AutoML
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Challenges and reproducibility
 Associating challenges to research papers!
 Key for succeeding in challenges: evaluation protocol, rules

* Making challenge organization worth for researchers



Thanks™

Hackathon team:
Marc Boullé

Lukasz Romaszco
Sébastian Treger
Emilia Vaajoensuu
Philippe Vandermersch

Software development:
Eric Carmichael

Ivan Judson
Christophe Poulain
Percy Liang

Arthur Pesah

Xavier Baro Solé
Lukasz Romaszco
Michael Zyskowski

Advisors and beta testers:
Kristin Bennett

Marc Boullé

Cecile Germain

Cecile Capponi

Richard Caruana

Gavin Cawley

Gideon Dror

Sergio Escalera

Tin Kam Ho

Balasz Kégl

Hugo Larochelle
Victor Ponce Lopez
Nuria Macia

Simon Mercer
Florin Popescu
Michele Sebag
Danny Silver,

Beat AutoSKlearn
Matthias Feurer
Katharina Eggensperger
Syed Mohsin Ali

Frank Hutter

Codalab management:
Evelyne Viegas

Percy Liang

Erick Watson

AutoML Book
Frank Hutter
Roman Garnett

Joaquin Vanschoren
Lars Kotthoff

ChaLearn board/organizers

Data providers:
Yindalon Aphinyanaphongs
Olivier Chapelle
Hugo Jair Escalante
Sergio Escalera
Zainab Iftikhar Malhi
Vincent Lemaire
Chih Jen Lin
Meysam Madani
Bisakha Ray
Mehreen Saeed
Alexander Statnikov
Gustavo Stolovitzky
H-J. Thiesen

Ioannis Tsamardinos
Wei-Wei Tu

Yang Yu

Yugiang Chen,
Qiang Yang

Result analysis:

Imad Chaabane ] o
Lisheng Sun * Qur apologies for missinng names



What is comming on AutoML?

Automating Deep Learning

Hyper-parameter
tuning

https://autodl.chalearn.org/



https://autodl.chalearn.org/
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Call for NeurlPS 2019 competitions

_— "

We invite proposals for the 2018 Neural Information Processing Systems Competition track (NIPS 2018:
https://nips.cc/Conferences/2018) in Montréal, Canada. After the success of the first NIPS 2017 Competition track, a second edition of
the Competitions track will be held at NIPS 2018. We solicit competition proposals on any topic of interests to the NIPS community. We
especially encourage competition proposals from emerging new fields or new application domains related to NIPS. Interdisciplinary
topics that could attract a significant cross-section of the community are highly valued.

There will be two kinds of competitions:

1. Standard data science driven competitions, where participants will compete to obtain the best score on a machine learning
problem of interest to the NIPS community based on a problem and data defined and released by the organizers of the
competition.

2. Live competitions, which will be held in a science-fair manner at NIPS. Participants will present live demos at NIPS which apply
methodology in an application domain defined by the organizers of the Live competition.

There will be a Competition track session on December 7 where competition results can be discussed and presented. Organizers will
propose a tentative schedule for the presentation of the competition and its results based on the assigned time slot. The main
conference will provide coffee breaks and, if necessary, poster facilities. For any additional questions please contact the competition
chairs.

* Competition chairs:

* Hugo Jair Escalante, INAOE, Chalearn, hugo.jair@gmail.com
e Ralf Herbrich, Amazon, herbrich@amazon.com



http://hugo.jair@gmail.com
mailto:herbrich@amazon.com
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Forthcoming events/activities A izezans

(# The International Joint

Special session on AutoML @ IJCNN2019 T oo aons

IEEE TPAMI SI on Image and Video Inpainting and
Denoising (Submission deadline: December 15, 2018)

* http://chalearnlap.cvc.uab.es/special-issue/30/description/

sssssssssssssssss

IJCAl Workshop on AutoML (TBC) PATTERN ANALYSIS AND

MACHINE INTELLIGENCE

IJCV SI on Analyzing Human Behavior from Social Media
Data (Submission deadline: March 1, 2019) W

* http://chalearnlap.cvc.uab.es/special-issue/31/description/

JZ%I{RQ)SI: AutoML ( TBC: Submission deadline: March 1,
* http://chalearnlap.cvc.uab.es/special-issue/31/description/ IHIR:

2019



http://chalearnlap.cvc.uab.es/special-issue/30/description/
http://chalearnlap.cvc.uab.es/special-issue/31/description/
http://chalearnlap.cvc.uab.es/special-issue/31/description/

Join us for fun!

http://automl.chalearn.org/

2 U @Chalearn_org
2¢ 2

p o automl2018@gmail.com

9 A
JL hugo.jair@gmail.com


mailto:hugo.jair@gmail.com
mailto:automl2018@gmail.com
http://automl.chalearn.org/

