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Challenges in ML



Challenges

• An effective mechanism to rapidly advance the state of the art and
solve practical problems
• Organized around a specific and well defined problem/task of scientific or
practical relevance

• Organizers provide problem/task, data, evaluation protocol, rules, prizes,
platform and dissemination channels

• Challenges can be industry or scientifically oriented



Challenges

• An effective mechanism to rapidly advance the state of the art and
solve practical problems

https://longitudeprize.org/challenge

https://longitudeprize.org/challenge
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• An effective mechanism to rapidly advance the state of the art and
solve practical problems

https://www.netflixprize.com/
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Challenges

• An effective mechanism to rapidly advance the state of the art and
solve practical problems

https://pjreddie.com/darknet/yolo/http://host.robots.ox.ac.uk/pascal/VOC/

https://pjreddie.com/darknet/yolo/
http://host.robots.ox.ac.uk/pascal/VOC/


Challenges

• An effective mechanism to rapidly advance the state of the art and
solve practical problems

Russakovsky, O., Deng, J., Su, H. et al. ImageNet Large Scale Visual Recognition Challenge.  Int J Comput Vis (2015) 115: 211.
A Krizhevsky, I Sutskever, GE Hinton . Imagenet classification with deep convolutional neural networks.  NIPS 2012, 1097-1105



Challenges

• An effective mechanism to rapidly advance the state of the art and
solve practical problems

https://pdollar.wordpress.com/2015/01/21/image-captioning/http://cocodataset.org/

https://pdollar.wordpress.com/2015/01/21/image-captioning/
http://cocodataset.org/


Challenges

• An effective mechanism to rapidly advance the state of the art and
solve practical problems



Challenges

• Pros
• Problems of practical importance are solved (to some extend) rapidly
(collaborative-competitive problem solving)
• Contribute to establish benchmarks and the fair comparison among
methodologies (reproducibility)
• Participants are (self-) trained on new practical skills
• Promotes team work

• Cons
• Organization of a successful challenge is not an easy task (problem
formulation, data gathering, evaluation protocols, funding, platform ….)
• Challenge may degenerate into inflexible solutions / extremely complex



Challenge organization

• Platforms, organizations!



ChaLearn

• ChaLearn is a non-profit organization focusing on organization of
challenges in Machine Learning (and related fields)

http://chalearn.org

Isabelle Guyon

Sergio Escalera

Me

Florin Popescu

Danny Silver

Kristin Bennet

http://chalearn.org/


http://chalearn.org

ChaLearn

http://chalearn.org/


Springer Series on CiML

http://www.springer.com/series/15602

http://www.springer.com/series/15602


Stay tuned

http://chalearn.org/

http://chalearn.org/


ChaLearn AutoML Challenges



AutoML

• Automatic Machine Learning*
• Research area that targets progressive automation of 

machine learning
• Field of research focusing on the development of 

autonomous methods for solving a variety of machine 
learning problems

• Motivation.
• Large amounts of data readily available everywhere
• Lack of domain and/or ML experts who can

advise/supervise the development of ML-based systems

* We focus on supervised learning

https://www.springer.com/us/book/9783030053178

https://www.springer.com/us/book/9783030053178
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Brief history of AutoML challenges

• AutoML (2015-2016). Lasted two years divided into 5 stages.
Collocated with NIPS, ICML, IJCNN. 600+ participants.
30,000USD in prizes. Sponsored by Microsoft + ChaLearn
• Winner: AAD_Freiburg

• AutoML2 (2018). Lasted about 4 months. Collocated with
PAKDD18. 250+ participants. 10,000USD in prizes. Sponsored
by 4Paradigm + ChaLearn.
• Winner: AAD_Freiburg

• AutoML3 (2018-2019). Lasted ~2 months. Collocated with
NeurIPS18, rematches at IJCNN2019, PAKDD2019.
15,000+USD in prizes. Sponsored by 4Paradigm + Microsoft +
Chalearn.
• Winner: Autodidact.AI (ongoing!)
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Rounds

o AutoML: 
Automatic code 
execution on 
Codalab
platform.

o Tweakathon: 
Result or code 
submission.

o To earn prizes: 
code should be 
made open 
source.

1. NOVICE: Binary classification. 
2. INTERMEDIATE: Multiclass classification. 
3. ADVANCED: Multiclass and multilabel.
4. EXPERT: Classification and regression.
5. MASTER: All of the above.



Data: 30 large datasets

http://automl.chalearn.org/data

http://automl.chalearn.org/data


Leaderboard

• Leaderboard for both 
tracks in every stages 
• Validation 

leaderboard

• Final evaluation 
leaderboard
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Best overall AutoML: aad_freiburg



AutoML 2018-2019 challenges

• Two other editions have been organized since then. 
• Only code submission was considered!



AutoML 2018-2019 challenges
• AutoML has been challenged by:
• Extreme imbalance ratios. ~1% imbalance

• Scalability. Data sets larger than ever will be considered (Up to 10M
instances)

• Concept drift. Dependency between instances, concept changing through
time.

• LifeLong setting. Evaluation of the lifelong capabilities of learning machines.

• Mixed features. Including numerical, categorical, time based, and Multi-
value Categorical features.
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AutoML for Lifelong Machine Learning

• Duration: ~3 months

• Participants: 334

• Outcomes:
• Baseline outperformed by a large

margin

• Novel, original solutions

• Data set size was the main
challenge

• Several top ranked participants
failed to fit their solutions to the
available resources

Hugo Jair Escalante, Wei-Wei Tu, Isabelle Guyon, Daniel Silver, 

Evelyne Viegas, Yuqiang Chen, Qiang Yang

Organizers

1st place. Autodidact.ai. Jobin Wilson, Amit Kumar Meher, Bivin
Vinodkumar Bindu, Manoj Sharma, Vishakha Pareek. Flytxt, Indian

Institute of Technology Delhi, CSIR-CEERI

2nd place. Meta_Learners. Zheng Xiong, Jiyan Jiang, Wenpeng Zhang
Tsinghua University, China

3rd place. GrandMasters. Jiangeng Chang, Yakun Zhao, Honggang Liu,
Jinlong Chai. BeiJing University of Post and Telecom WCSN Lab, BeiJing

University of Post and Telecom AI & HPC Department. Inspur Electronic

Central South University, China
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AutoML challenges 2015 – 2018 

• Advancing the SOTA in AutoML
• Solutions publicly available: AutoSKLearn

• A few steps towards reproducibility of results in 
challenges
• Among the first ML challenges to support code submission 
• Comparison of offline and online submissions
• All challenge participants subject to same restrictions in terms 

of resources
• Hosted among the largest research challenge with code 

submission

• A series of challenges : moving towards life long 
AutoML and adversarial AutoML.



Challenges and reproducibility 

• Associating challenges to research papers! 

• Key for succeeding in challenges: evaluation protocol, rules 

• Making challenge organization worth for researchers



Thanks*
Hackathon team: 
Marc Boullé
Lukasz Romaszco
Sébastian Treger
Emilia Vaajoensuu
Philippe Vandermersch

Software development: 
Eric Carmichael
Ivan Judson
Christophe Poulain
Percy Liang
Arthur Pesah
Xavier Baro Solé
Lukasz Romaszco
Michael Zyskowski

Advisors and beta testers: 
Kristin Bennett
Marc Boullé
Cecile Germain
Cecile Capponi
Richard Caruana
Gavin Cawley
Gideon Dror
Sergio Escalera

Tin Kam Ho
Balasz Kégl
Hugo Larochelle
Víctor Ponce López
Nuria Macia
Simon Mercer
Florin Popescu
Michèle Sebag
Danny Silver,

Beat AutoSKlearn
Matthias Feurer
Katharina Eggensperger
Syed Mohsin Ali
Frank Hutter

Codalab management: 
Evelyne Viegas
Percy Liang
Erick Watson

AutoML Book
Frank Hutter
Roman Garnett
Joaquin Vanschoren
Lars Kotthoff

ChaLearn board/organizers

Data providers:
Yindalon Aphinyanaphongs
Olivier Chapelle
Hugo Jair Escalante
Sergio Escalera
Zainab Iftikhar Malhi
Vincent Lemaire
Chih Jen Lin
Meysam Madani
Bisakha Ray
Mehreen Saeed
Alexander Statnikov
Gustavo Stolovitzky
H-J. Thiesen
Ioannis Tsamardinos
Wei-Wei Tu
Yang Yu
Yuqiang Chen, 
Qiang Yang

Result analysis:
Imad Chaabane
Lisheng Sun * Our apologies for missinng names



What is comming on AutoML?

Automating Deep Learning

https://autodl.chalearn.org/

https://autodl.chalearn.org/


Call for NeurIPS 2019 competitions

• Competition chairs:
• Hugo Jair Escalante, INAOE, ChaLearn, hugo.jair@gmail.com
• Ralf Herbrich, Amazon, herbrich@amazon.com

http://hugo.jair@gmail.com
mailto:herbrich@amazon.com


Forthcoming events/activities

• Special session on AutoML @ IJCNN2019

• IEEE TPAMI SI on Image and Video Inpainting and
Denoising (Submission deadline: December 15, 2018)
• http://chalearnlap.cvc.uab.es/special-issue/30/description/

• IJCAI Workshop on AutoML (TBC)

• IJCV SI on Analyzing Human Behavior from Social Media
Data (Submission deadline: March 1, 2019)
• http://chalearnlap.cvc.uab.es/special-issue/31/description/

• JAIR SI: AutoML ( TBC: Submission deadline: March 1,
2019)
• http://chalearnlap.cvc.uab.es/special-issue/31/description/

http://chalearnlap.cvc.uab.es/special-issue/30/description/
http://chalearnlap.cvc.uab.es/special-issue/31/description/
http://chalearnlap.cvc.uab.es/special-issue/31/description/


Join us for fun!

hugo.jair@gmail.com

@ChaLearn_org
automl2018@gmail.com

http://automl.chalearn.org/

mailto:hugo.jair@gmail.com
mailto:automl2018@gmail.com
http://automl.chalearn.org/

