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Reinforcement learning (RL)
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state,
reward action

Learn 𝞹 = strategy to find this cheese!

Environment

Ø Very general framework for 
sequential decision-making!

Ø Learning by trial-and-error, 
from sparse feedback.

Ø Improves with experience, 
in real-time.



Impressive successes in games!
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Elf



RL applications beyond games
• Robotics
• Video games
• Conversational systems
• Medical intervention
• Algorithm improvement
• Crop management
• Personalized tutoring
• Energy trading
• Autonomous driving
• Prosthetic arm control
• Forest fire management
• Financial trading
• Many more!
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Adaptive neurostimulation
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state, reward action

Panuccio, Guez, Vincent, Avoli, Pineau, Exp Neurol, 2013
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Improving health-care through AI                                                                                                           
Joelle Pineau

RL in simulation  ➠ RL in real-world
from ~101 – 102 trials



25+ years of RL papers
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P. Henderson, R. Islam, P. Bachman, J. Pineau, D. Precup, D. Meger.
Deep Reinforcement Learning that Matters.  AAAI 2017 (+updates). 

# of papers per year



Machine learning systems



• Same algorithm

• Top graph: TRPO

• Bottom graph: DDPG

• Same domain

• Simulation environment

• Different implementations



Reproducible, Reusable, and Robust Reinforcement 
Learning

Joelle Pineau
Facebook AI Research, Montreal

School of Computer Science, McGill University

Neural Information Processing Systems (NeurIPS)
December 5, 2018

December 2018….



Yes:
• Paper has experiments 100%
• Paper uses neural networks 90%
• All hyperparams for proposed algorithm are provided. 90%
• All hyperparams for baselines are provided. 60%
• Code is linked. 55%
• Method for choosing hyperparams is specified 20%
• Evaluations on some variation of a hold-out test set 10%
• Significance testing applied 5%
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We surveyed 50 RL papers from 2018
(published at NeurIPS, ICML, ICLR)



https://medium.com/@NeurIPSConf/behind-the-program-for-reproducibility-at-neurips-2019-8a020e57bfd9

https://medium.com/@NeurIPSConf/behind-the-program-for-reproducibility-at-neurips-2019-8a020e57bfd9


http://inverseprobability.com/2014/12/16/the-nips-experiment

Neil Lawrence Corinna Cortes

http://inverseprobability.com/2014/12/16/the-nips-experiment


Ø Code submission policy

Ø NeurIPS 2019 Reproducibility challenge

Ø Machine Learning Reproducibility Checklist

NeurIPS 2019 Reproducibility program





• Dataset confidentiality

• Proprietary software

• Computation infrastructure

• Replication of mistakes

Any objections?



Papers with link to code

NeurIPS 2018 < 50%   

ICML 2019 67%

NeurIPS 2019 75%



Reproducibility Challenge @ NeurIPS 2019

NeurIPS 2019 papers claimed for reproducibility challenge 173

vs ICLR 2019 papers claimed 90

Max claims for a single paper = 5  
T Ginart, MY Guan, G Valiant, J Zou  “Making AI Forget You: Data Deletion in Machine Learning”

https://reproducibility-challenge.github.io/neurips2019/

https://reproducibility-challenge.github.io/neurips2019/


63 from universities + 10 from industry









ü Code submission policy

ü NeurIPS 2019 Reproducibility challenge

Ø Machine Learning Reproducibility Checklist



ML Reproducibility Checklist

https://www.cs.mcgill.ca/~jpineau/ReproducibilityChecklist.pdf

https://www.cs.mcgill.ca/~jpineau/ReproducibilityChecklist.pdf


Yes:  97%

MA_link: For all models and algorithms presented, indicate if you include: 
A clear description of the mathematical setting, algorithm, and/or model.



Yes:  89%

FT_exp: For all figures and tables that present empirical results, indicate 
if you include: A description of how experiments were run.



Yes:  89%
About 9% of papers indicate Theory as the primary subject area.

FT_exp: For all figures and tables that present empirical results, indicate 
if you include: A description of how experiments were run.



Association (phi coefficient) 
between checklist questions.

Weak to moderate 
associations between some 
variables.

But overall it seems each 
question captures non-
redundant information 
about the submissions. 



For all figures and tables that present empirical results, indicate if you include:

Yes: 87%
No: 2%
N/A: 11%

FT_stats: A clear definition of the specific measure 
or statistics used to report results.



FT_stats: A clear definition of the specific measure 
or statistics used to report results.

FT_error: Clearly defined error bars.

FT_central: A description of results with central 
tendency (e.g. mean) & variation (e.g. stddev).

For all figures and tables that present empirical results, indicate if you include:

Yes: 87%
No: 2%
N/A: 11%

Yes: 49%
No: 15%
N/A: 36%

Yes: 56%
No: 15%
N/A: 29%



Association between answer & acceptance rate
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MA_link: For all models and algorithms presented, indicate if you 
include: A link to a downloadable source code, with specification of all 
dependencies, including external libraries.



Lower code availability from industry
authors (at submission).



Lower code availability from industry
authors (at submission).

But… acceptance rate remains higher for
(first / last) authors from industry.



What did the reviewers think?



Yes:  34%

Review form question:  Were the Reproducibility Checklist answers 

useful for evaluating the submission?
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Yes:  34%
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Yes:  34%

Review form question:  Were the Reproducibility Checklist answers 

useful for evaluating the submission?



From review form:

Was code provided (e.g. in the supplementary material)? Yes: 5298



From review form:

Was code provided (e.g. in the supplementary material)? Yes: 5298

If provided, did you look at the code? Yes: 2255

If provided, was the code useful in guiding your review? Yes: 1315



From review form:

Was code provided (e.g. in the supplementary material)? Yes: 5298

If provided, did you look at the code? Yes: 2255

If provided, was the code useful in guiding your review? Yes: 1315

If not provided, did you wish code had been available? Yes: 3881



p-value of code availability on reviewer score

1e-08



Yes: 88%

Indicate if you include a description of computing infrastructure used.



From: https://github.com/WhitakerLab/ReproducibleResearch



Next steps?

• Reproduce the reproducibility program at other major conferences.
• ICML 2020, NeurIPS 2020.
• Variants are being explored at other conferences.

• Open discussion with the community on best practices for conducting 
research, reporting findings, reviewing & evaluation.

• New models for research verification & certification.

• Zone in on a few specific questions to run controlled experiments.



Thank you!


